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PREFACE 
 
The Federal Committee on Statistical Methodology was organized by the Office of Management 
and Budget (OMB) in 1975 to investigate issues of data quality affecting Federal statistics.  
Members of the committee, selected by OMB on the basis of their individual expertise and 
interest in statistical methods, serve in a personal capacity rather than as agency representatives.  
The committee conducts its work through subcommittees that are organized to study particular 
issues.  The subcommittees are open by invitation to Federal employees who wish to participate. 
 Since 1978, 33 Statistical Policy Working Papers have been published under the auspices of the 
Committee. 
 
Statistical Policy Working Paper 33 presents the proceedings of the “Seminar on the Funding 
Opportunity in Survey Research.”  We are indebted to all of our colleagues who assisted in 
organizing the seminar, and to the many individuals who not only presented papers but who also 
prepared these materials for publication. 
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Welcoming Remarks to the FCSM Seminar On The 
Funding Opportunity In Survey Research 

June 11, 2001 
 
                                 Monroe G. Sirken 
       National Center for Health Statistics 
 

Introduction 

Good morning.  As chair of the Research Subcommittee of the Federal Committee on Statistical 

Methodology (FCSM) that organized this meeting, I welcome all of you to this FCSM Seminar 

on the Funding Opportunity in Survey Research.  Other members of the FCSM Subcommittee 

are Bob Fay, Alan Tupek; Nancy Kirkendall, and David Williamson.  

 

If the venue of this Seminar could have been changed to Geneva, Switzerland, where Kathy 

Wallman is today attending a meeting of the Conference of European Statisticiains, she would be 

making these welcoming remarks.  I am very sorry that she is not here or we are not there.  

Kathy is a prime architect of today’s program, and I’m sure she regrets not being with us today. 

. 

This Seminar is being sponsored by the Survey Methodology and Data Collection Sections of the 

Washington Statistical Society (WSS), and the D.C. Chapter of the American Association for 

Public Opinion Research.   Cynthia Clark, WSS president, is not here this morning, but  will 

extend WSS greetings this afternoon after we return from lunch. 

 

In 1998, the Funding Opportunity in Survey Research was established in the Methodology, 

Measurement, and Statistics Program, National Science Foundation (NSF).  The Funding 

Opportunity is jointly funded by the NSF and a consortium of 13 Federal statistical agencies, 

with the FCSM Research Subcommittee serving as liaison between the two parties.  The program 

awards grants to meritorious projects in statistical and survey research oriented to the needs of  

Federal agencies.  It is vital to the program’s success that findings of the research projects it 

supports are widely disseminated and discussed with the staffs of Federal agencies.  Indeed, this 
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Seminar was organized to foster dialogues between the staffs of Federal agencies and the 

principal investigators of research projects being supported by the Funding Opportunity..  

 

Agenda 

This Seminar features the reports of four research projects that are currently being supported by 

the Funding Opportunity.  Each report will be presented by the project’s principal investigator, 

and discussed by staff of two Federal statistical agencies.  These reports and  discussants’ 

remarks will be presented in sessions 2, 3, 4, and 5..  Sessions 2, 3 and 4 involve topics on the 

cognitive aspects of survey methods, and session 5 deals with a statistical topic:  

  Session 2.  The Cognitive Basis For Seam Effects In Panel Surveys, 

  Session 3.  A Computer Tool To Improve Questionnaire Design,  

  Session 4.  Social Presence In Web Surveys, and 

  Session 5.  A Unified Jackknife Theory In Small Area Estimation.    

 

Also, this Seminar features two sessions about the Funding Opportunity in Survey Research 

whose name, I should note,  was recently changed to the Funding Opportunity in Survey and 

Statistical Research to more appropriately reflect the broad scope of the program..  The present 

status and future prospects of the Funding Opportunity are discussed in sessions 1 and 6 

respectively. 

 Session 1.  The Funding Opportunity In Survey and Statistical Research 

 Session 6.  The Future of the Funding Opportunity In Survey and Statistical Research 

 

To further the Seminar’s objective of fostering dialogues between principal investigators and  

staffs of Federal agencies, the final 15 minutes of each session is reserved for floor discussion. 

  

Acknowledgements 

I would be remiss if I failed to acknowledge the very generous support of many parties and 

people in organizing this Seminar. 

 

The National Center for Health Statistics (NCHS) provided critical funding and logistical support  
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for traveling out-of-town speakers and preparing the Seminar Proceedings.  It is no exaggeration 

to say that this Seminar would not have been possible without the support of Edward Sondik, the 

NCHS Director.  

 

The Washington Statistical Society was enormously helpful in disseminating information about 

the Seminar to the Washington community.    

 

Royalties from publication of the Wiley book “Cognition and Survey Research”  contributed the 

funding for refreshments at this Seminar.   These royalties were originally assigned to a survey 

methods research fund at the National Foundation for the Centers for Disease Control and 

Prevention by the book’s  editors: Monroe Sirken, Douglas Herrmann, Susan Schechter, Norbert 

Schwarz, Judith Tanur and Roger Tourangeau.   

 

Under a small contract from the NCHS, the Council of Professional Associations On Federal 

Statistics will collect the presentations made at this Seminar, and compile them into proceedings 

that will be  published as a FCSM Statistical Policy Working Paper.  Ed Spar is, with his usual 

thoroughness, overseeing this activity. 

 

The Federal Committee on Statistical Methodology thanks all of these contributors. Also, the 

Committee thanks the chairpersons, presenters and discussants at this Seminar who willingly and 

graciously agreed to participate in this Seminar, and thanks Norman Bradburn for his help in the 

initial planning of the Seminar program.    

 

Finally, personal thanks to Barbara Hetzler, NCHS, an invaluable administrative officer, for 

making the Seminar arrangements.                     
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Session 1 
 

The Funding Opportunity in Survey Research 



The Funding Opportunity in Survey Research 
Cheryl Eavey, National Science Foundation 

 
In FY1999, NSF’s Methodology, Measurement, and Statistics (MMS) Program, in 
collaboration with a consortium of federal statistical agencies represented by the 
Interagency Council on Statistical Policy (ICSP), conducted the first of three planned 
competitions for research on the development of new and innovative approaches to 
surveys.  A total of $600,000 was set aside for successful proposals, $300,000 from the 
MMS Program and $300,000 from participating federal statistical agencies.1  Priority 
was given to research proposals that were interdisciplinary in nature, had broad 
implications for the field in general, and had the greatest potential for creating 
fundamental knowledge of value to the Federal Statistical System. 
 
NSF received twenty-eight proposals in response to its announcement.  Proposals 
underwent a multi-tier review process that included both an outside experts panel and a 
panel of representatives from the participating federal statistical agencies.  Of the twenty-
eight proposals, six proposals (four projects) were selected for funding.  The portfolio 
included work in small-area estimation, seam effects in panel surveys, the design of web 
surveys, and a computer tool that critiques survey questions.  A more detailed list of the 
projects supported is available on the NSF home page at 
http://www.nsf.gov/sbe/ses/mms/survey99.htm.   
 
Representatives of the participating agencies generally were pleased with the results of 
the first year’s competition.  The funded projects nicely blend fundamental research with 
some of the practical needs and concerns of the federal statistical agencies.  One measure 
of the success of the FY1999 competition was the total amount contributed by the 
agencies.  Collectively, the agencies exceeded their expected contribution by providing a 
total of $674,036 for the support of the four projects. 
 
Another measure of success was the decision to continue the competition into its planned 
second and third years.  NSF issued the announcement for Research on Survey and 
Statistical Methodology in FY2001.  The announcement was similar to the FY1999 
solicitation, except that the focus was expanded to include the development of methods 
for the analysis of survey data.  As of late August 2001, the second year of the 
competition is near completion.  NSF received sixteen proposals in response to the 
announcement and again anticipates funding four projects.  All awards will be made by 
1 October 2001.  Total contributions from the agencies are expected to exceed the 
$600,000 originally pledged by NSF and the participating statistical agencies. 
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1  In FY1999, participating federal statistical agencies included the Bureau of Economic Analysis, the 
Bureau of Justice Statistics, the Bureau of Labor Statistics, the Department of Transportation, the Division 
of Science Resource Statistics, the Economic Research Service, the Energy Information Administration, the 
National Agriculture Statistics Service, the National Center for Education Statistics, the National Center for 
Health Statistics, the Social Security Administration, and the U.S. Census Bureau. 

http://www.nsf.gov/sbe/ses/mms/survey99.htm


 
The planned FY2002 competition will continue the second year’s focus on survey and 
statistical methodology.  The announcement, which is available on the NSF home page at 
http://www.nsf.gov/pubs/2000/nsf00147/nsf00147.htm, has a deadline for submission of 
proposals of 30 November 2001. 
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SEAM EFFECTS FOR QUANTITATIVE AND QUALITATIVE FACTS1 

 
 The accuracy of answers to factual questions degrades over time.  People’s memory for an 
event becomes less accurate with the time since the event took place, so it’s natural to expect the 
accuracy of survey responses that depend on such memories to decrease in the same way.   If you 
ask about our income sources, health histories, or other biographical facts, you can probably expect 
better answers for last month’s information than for that of the month before.  Many studies of 
autobiographical memory document this decrease, though the rates of forgetting vary widely from 
one type of material to another (see Shum & Rips, 1999, and Tourangeau, Rips, & Rasinski, 2000, 
chaps. 3 and 4, for reviews of the memory literature as it bears on surveys).  Of course, people aren’t 
entirely at the mercy of memory, since they usually have ways of estimating or inferring information 
when memory fails.  Response accuracy over time will then depend on the interplay of forgetting 
and its compensating strategies.  Survey researchers face the job of understanding this interplay in 
order to estimate the true values of the information they seek. 
 
 The studies we report here explore a well-documented type of response error called the seam 
effect that occurs in panel surveys.  The seam effect is time-dependent, since it exhibits a clear 
temporal profile, but its form is more complicated than a simple increase in errors over time.  Our 
goal is to try to understand this effect by examining some of its components.  The panel surveys in 
which the seam effect appears typically take place over a period of several years, which makes it 
difficult to study efficiently.  We’ve therefore made use of a laboratory analog that produces seam 
effects and allows us to vary factors that might contribute to them.  In this paper, we first describe 
the nature of the seam effect in actual surveys and the analog of the effect with which we’ve been 
working.  Next, we briefly review earlier results using this method and then report two new 
experiments that extend these findings.  Finally, we summarize our conclusions about the seam 
effect and possible ways to eliminate it. 
 
 
Seam Effects in Panel Surveys 
 
 Seam effects occur in panel surveys that ask respondents about events from each of a series 
of subintervals within the survey’s larger response periods.  For example, the Survey of Income and 
Program Participation (SIPP) interviews respondents three times a year, but during an interview the 
respondents must report about income and employment for each of the past four months.  We show 
this type of schedule in the upper panel of Figure 1.  A respondent might be interviewed in May, for 
example, and provide answers during that interview about whether he or she received social security 
benefits during each of the months of January, February, March, and April.  The same respondent 
would be re-interviewed in September and would then provide information about receiving social 
security benefits in each of May, June, July, and August; and so on.   
 
 The seam effect appears in plots of changes in the individual respondent’s answers from one 
month to the next in this series.  For example, we can count the number of times respondents 
changed their answer from “yes, I received social security benefits in January” to “no, I did not  
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receive social security benefits in February” or the reverse change from “no” to “yes.”  If we then 
graph the total number of such month-to-month changes across the entire period of the survey, we 
get the type of scalloped profile that appears in the lower panel of Figure 1, which is taken from 
SIPP (Jabine, King, & Petroni, 1990).  These data are month-to-month changes in reports of 
receiving social security and food stamps.  For the respondent who is interviewed in May, 
September, and January, the first point on the x-axis corresponds to the change in response between 
January and February, the second point to the change between February and March, and so on for all 
pairs of adjacent months.   
 
 It’s crucial that the change between months 1 and 2 depends on answers that come from the 
same interview (the May interview in our example), as does the change between months 2 and 3, and 
months 3 and 4.  The change between months 4 and 5, however, is based on data from two separate 
interviews:  Month 4 answers come from the first interview in this series (e.g., the May interview), 
whereas the month 5 answers come from the second interview (e.g., the September interview).  
Months 4 and 5 are on the “seam” between the response periods for the first two interviews, and 
these and other seam transitions appear in the figure at the positions of the dashed vertical lines.  The 
seam effect is the finding that the number of changes at these seams is much greater than the number 
of changes between other pairs of adjacent months.2 
 
 
A Laboratory Model of the Seam Effect 
 
 There is little doubt that the seam effect is due to the fact that data from the seam months 
come from two separate interviews while data from the nonseam months come from the same 
interview.  We might say that the response period for the interviews (e.g., four months in SIPP) 
differs from the response period for the questions (one month), and this difference is responsible for 
the pattern in Figure 1.  Similar differences in response periods appear in other surveys, such as the 
Consumer Expenditure Survey (CE).  The issue for survey methodologists and cognitive 
psychologists is which factors associated with the change in interviews increase or decrease the size 
of the effect. 
 
 Two general explanations of the seam effect are possible, and the literature on the seam 
effect implicates both.  On one hand, the effect might be due to factors that enhance the difference at 
the seam months.  Suppose, for example, that respondents gradually forget information during the 
period between interviews, as seems likely.  Then answers to questions about month 4, the most 
recent month queried during the first interview, will draw on respondents’ relatively rich memory for 
the events; but answers to questions about month 5, the earliest month queried during the second 
interview, will draw on relatively impoverished memory.  Forgetting for the incidents in question 
could therefore contribute to the size of the seam difference.  On the other hand, the effect could also 
be due to factors that minimize differences across nonseam months.  Respondents might be biased, 
for example, to give the same answer about each month during an interview.  When asked whether 
they received social security benefits during each of January, February, March, and April, they 
answer “no” to all four questions (or “yes” to all four) as a way of simplifying their task.  These 
constant-wave responses reduce the changes for nonseam months, making the changes at the seam 
stand out (Kalton & Miller, 1991; Young, 1989). 
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To analyze the seam effect, we need to know the facts that respondents are trying to report.  

Unless we have access to the correct answers, it’s difficult to know whether the seam effect is due to 
exaggerated changes at the seam months, to suppressed changes at the nonseam months, or both.  
For this reason, we’ve designed a new procedure that is in some ways a cross between a field study 
and a laboratory task.  Figure 2 illustrates the basic schedule for the experiment.  In this procedure, 
we mail information to respondents each week for eight consecutive weeks.  This information is 
embedded in a questionnaire that they fill out and mail back to us within 24 hours.  Respondents 
come into the lab at the end of the fourth week and again at the end of the eighth week, and during 
these test sessions, we ask them to report on the information they had seen in the questionnaires 
during each of the preceding four weeks.  These two test sessions are our analogs to the survey 
interviews in SIPP, CE, and other panel surveys, dividing the interval into two response periods.  
The questions that we ask during these sessions provide the week-to-week data that we need in order 
to study the seam differences.  Changes in respondents’ answers between weeks 4 and 5 are the seam 
changes, coming from two different test sessions.  Changes in answers between the other pairs of 
neighboring weeks (1-2, 2-3, 3-4, 5-6, 6-7, and 7-8) are nonseam transitions, coming from the same 
test session.  The time scale of the design is in weeks rather than months to allow us to study seam 
effects more efficiently. 
 
 
Previous Results 
 
 Our earlier experiments demonstrated that we could use this design to produce seam effects 
and to alter their size.  In one such experiment (Rips, Conrad, & Fricker, 2000, Experiment 1), the 
questionnaires we sent to respondents during weeks 1-8 asked them yes-or-no questions about 
common activities they might have participated in that week.  The questionnaire for week 1, for 
example, asked, During the last week, did you have the oil changed in your car?,  During the last 
week, did you order a pizza for home delivery?, along with similar items.  Each of the eight 
questionnaires contained a total of 50 questions about the occurrence of everyday events, which we 
had selected on the basis of norms of rated frequency of occurrence, duration, importance, and 
affective impact from an earlier study.  We composed the questionnaires so that one group of items 
appeared during weeks 1, 2, 7, and 8, and a separate group of items appeared during weeks 3, 4, 5, 
and 6.  Thus, the questionnaires in seam weeks 4 and 5 were identical, apart from the random order 
of the items in the questionnaires.   
 
 During the two test sessions, we asked respondents to think back to the questionnaires they 
had filled out in the past four weeks and to decide whether certain items had appeared on those 
questionnaires.  In the first test session, for example, we gave respondents a list of questions and 
asked them whether each question had appeared in the questionnaire for week 4 (e.g., On the 
questionnaire for week 4, did you see: [the item about having] oil changed in your car?, ...did you 
see: [the item about ordering] a pizza for home delivery?, etc.).  We next re-presented the same 
questions in a new random order and asked the respondents whether each item had appeared in the 
questionnaire for week 3.  We then repeated this procedure for week 2 and week 1.  The procedure 
for the second test session was identical, except that we asked respondents about the content of the 
questionnaires for weeks 8, 7, 6, and 5 (in that order).   
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The main data from this experiment come from the test sessions:  respondents’ answers about 
whether they remembered seeing individual items on the weekly questionnaires.  We can look 
directly at the changes in their answers to these items to see whether they exhibit a seam effect.  But 
because we also know which items actually appeared on the questionnaires, we can also evaluate 
their responses for accuracy.  In fact, the data from this study produced a seam effect:  The largest 
percentage of changes occurred between seam weeks 4 and 5.  (These are changes from “yes, I saw 
that item on the week 4 questionnaire” to “no, I didn’t see that item on the week 5 questionnaire” or 
the reverse change.)  The actual items that respondents had seen during these two weeks were 
exactly the same; so the increase in changes at this point is entirely due to response error.  By 
contrast, true changes in the questionnaire items had occurred between weeks 2 and 3 and again 
between weeks 6 and 7; however, the data showed no increase in the percentage of changed 
responses at these two points.  Thus, the results showed an increase in changed responses where 
there were no objective changes (between weeks 4 and 5), but no change in responses where there 
were objective changes (between weeks 2 and 3 and between weeks 6 and 7). 
 
 What is responsible for the form of these data?  It seems likely that forgetting contributes to 
the effect.  Respondents were reliably above chance in their ability to recognize items from the 
questionnaires they had seen just before the test sessions in weeks 4 and 8 (63.5% correct), but fell 
to near chance accuracy for earlier weeks (e.g., 52.6% correct for weeks 3 and 7, where 50% is 
chance recognition).  There is some evidence, however, that constant-wave responding also  
contributed to the effect.  In 19.8% of cases during the first test session, respondents made positive 
constant-wave responses, saying that they had seen an item in all four preceding weeks.  Similarly, 
10.5% made negative constant-wave responses, saying that they had not seen an item in any of the 
four preceding weeks.  During the second test session, the comparable statistics are 27.4% and 9.9%. 
 Thus, on about 30% of occasions in each test session, respondents were making constant-wave 
responses.  Because each test item appeared in exactly two of the four weeks during a response 
period, these constant-wave responses were incorrect for two of these weeks.  Forgetting could be 
responsible for the negative constant-wave cases:  Respondents may simply have been unable to 
remember an item on any of the last four questionnaires.  It’s more difficult, however, to account for 
the more numerous positive constant-wave responses.  Some additional bias in favor of “yes” 
responses must be at work here.3  We show in an earlier paper (Rips, et al., 2000) that a theory based 
on a combination of forgetting and positive constant-wave responding can account for the detailed 
results from this experiment. 
 
      
Study 1: Seam Effects for Biographical Material 
 
 The results from our preliminary study depend on a rather unusual type of question.  We 
asked respondents whether they recalled items from questionnaires – for example, whether they 
remembered seeing an item on the questionnaire for week 3 about having the oil changed in their 
car.  We asked questions like these because they gave us experimental control over the to-be-
recalled information and allowed us to determine the accuracy of the respondents’ answers.  But, of 
course, it is also important to know whether the results generalize to items closer to those of actual 
surveys.  We want our conclusions to apply to survey questions about personal information, not just 
to questions about questions about such information.   
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 To extend our study in a more naturalistic direction, we’ve modified the basic procedure in 
Figure 2 to ask respondents during the test sessions about personal incidents.  In this new 
experiment, we again sent respondents weekly questionnaires about ordinary activities, such as 
whether they had the oil changed in their car or whether they had checked out books from the library 
last week.  As in the study just described, respondents received eight of these questionnaires in 
consecutive weeks.  They filled out the questionnaires, checking off “yes” or “no” to each item, and 
mailed the questionnaires back to us within 24 hours.  The questionnaires themselves were similar to 
those of the preliminary experiment, except that there was no change of items from one 
questionnaire to the next:  Respondents saw the same set of items (e.g., During the last week, did 
you take a day off work due to illness?) on each of the questionnaires they filled out.  The 
respondents were 56 adults (average age 50.6) whom we had recruited through advertisements in 
local newspapers. 
 
 The respondents also took part in two test sessions, again following the pattern of Figure 2.  
This time, however, we asked respondents about the actual incidents they had described earlier.  In 
the first test session, we asked respondents, for example, whether they had taken a day off work due 
to illness during week 4, whether they had checked out a book from the library during week 4, and 
so on.  There were 60 questions in all.  Half these questions the respondents had answered in their 
earlier questionnaires, and half were new.  We then asked the same set of questions about week 3, 
week 2, and finally week 1.  We conducted the second test session in the same way, asking about 
weeks 8, 7, 6, and 5, in that order.  The test sessions in this experiment, then, asked respondents 
directly about their own individual activities rather than about whether they had seen a questionnaire 
item about the activity.  In this procedure, of course, we have no absolute knowledge of whether 
their answers to these questions were correct or incorrect, but data from the questionnaires can 
provide a partial check on accuracy.  Since respondents filled out the questionnaires near the time 
the target events took place, answers on the questionnaires should be more accurate than answers to 
the same questions during the test sessions.  
 
 The design of this experiment gives us two ways to look at the week-to-week changes in 
respondents’ answers.  First, we can examine the transitions as they appear in the test sessions:  The 
percentage of times that respondents said, during these sessions, that they had participated in an 
activity during week k but not during week k + 1 (or the opposite change).  These data are analogous 
to those of the preliminary study and to those of the panel surveys, in that there are separate seam 
transitions (weeks 4-5, where the data come from different test sessions) and nonseam transitions 
(weeks 1-2, 2-3, 3-4, 5-6, 6-7, and 7-8, where the data come from the same test session).  We plot 
these data as filled circles in Figure 3, and they show a modest seam effect, with a reliable difference 
in the number of changed responses from week to week.   The second perspective on the changes 
comes from responses to exactly the same questions on the weekly questionnaires.  These data 
appear in Figure 3 as open circles, and as we might expect, they show no increase in the percentage 
of changed responses for seam weeks.  The procedure here is similar to a hypothetical panel survey 
that interviewed respondents monthly and asked during each interview about the preceding month 
alone.  In the terms we introduced earlier, the results from the test sessions (filled circles) have 
different response periods for the interview (four weeks) and for the questions (one week), whereas 
the results from the questionnaires (open circles) have the same response period for both (one week  
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in each case).  The difference between the two curves in Figure 3 illustrates the effect of separating 
these response periods. 
 
 Once again, part of the seam effect is probably due to memory.  If we gauge accuracy by the 
difference between a respondent’s answer in the test session and the answer to the same question on 
the relevant weekly questionnaire, then we find that accuracy is generally quite high – overall, 
86.2% of answers matched.  Accuracy in the test sessions, however, decreased with time in a regular 
way.  Accuracy was 91.2% for the events of weeks 4 and 8 (the most recent weeks in the two 
response periods) and declined to 82.4% for events from weeks 1 and 5 (the earliest weeks in the 
two periods).  There is also evidence for constant-wave responding, but the number of incorrect 
constant-wave responses appears to be smaller than in our preliminary study.  In the first test 
session, respondents made positive constant-wave responses for 16.2% of the items and made 
negative constant-wave responses for 54.8%.  These figures are high, but they may simply reflect the 
true proportion of times the respondents had taken part in each of the activities during all four of the 
preceding weeks or had taken part during none of the preceding weeks.  To check for bias, we can 
again compare these percentages to those for the weekly questionnaires.  These data show that 
respondents had answered “yes” in all four questionnaires for 14.0% of the items and had answered 
“no” in all four questionnaires for 47.2% of items.  Thus, constant-wave responding was only 
slightly (though reliably) more common in the test session than in the original questionnaires.  
Results were similar for the second test session:  Respondents made positive constant-wave 
responses for 15.2% of items and negative constant-wave responses for 58.8%, only somewhat 
higher than the 13.3% positive and 53.8% negative constant-wave responses in the questionnaires.   
 
 This experiment suggests that we can detect seam effects for personal events using our 
procedure.  The effect is smaller, though, than those of the preliminary experiment in which we used 
more artificial items.  Respondents’ memory for the personal events is much better than for the 
artificial ones, at least if memory is evaluated relative to answers on the earlier questionnaires.  Even 
after four weeks, accuracy is quite good for the everyday events we used, and this may have 
decreased respondents’ tendency to rely on constant-wave responding and other strategies that could 
increase the size of the seam effect.4  This, of course, does not imply that seam effects will also be 
small in surveys that ask about personal events.  The longer response periods of actual panel surveys 
may decrease memory, and the structure of the survey interview may increase constant-wave 
responding, as we are about to see.  Moreover, some of the questions in panel surveys seek 
quantitative information rather than the sort of qualitative (yes/no) answers that we have looked at so 
far.  Seam effects may be different when respondents have to come up with a number (e.g, the 
amount of a purchase or the amount received from a source of income) rather than simply deciding 
whether or not an event happened.  We report one further study of quantitative responses before 
returning to implications for survey methods.     
 
 
Study 2: Seam Effects for Quantitative Information 
 
 To study seam effects for quantitative information, we used a second variation on our 
standard procedure.  In the new experiment, we again sent respondents weekly questionnaires, but 
for a period of six rather than eight weeks.  Test sessions occurred at the end of weeks 3 and 6.  The 
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schedule was similar to that of Figure 2, then, but condensed by two weeks.  The more important 
difference between the studies concerns the questions we asked in the questionnaires and test 
sessions.  The questionnaire items were all of the type:  During the last week..., did you (or someone 
in your household) spend more or less than $X on Y?  Please circle either “More” or “Less” or “Did 
not purchase,” (e.g., During the last week..., did you ...spend more or less than $2 on milk and cream 
from the grocery or convenience store?  During the last week..., did you... spend more or less than 
$17 on electricity for your home?)  We based these questionnaire items on ones that appear in CE.  
We asked an individual respondent about the same items (e.g., milk and cream, electricity, etc.) on 
each questionnaire.  The specific amounts, however, varied for some items.  For half the 
questionnaire items, we asked about the same dollar amount each week (e.g., respondents might be 
asked on each questionnaire whether they spent more or less than $2 for milk and cream that week); 
for the remaining questionnaire items, the amount changed from week to week.0   
 
 During the test sessions, we asked respondents to recall the dollar amounts they had seen on 
the questionnaires.  For example, one item in the first test session was:  On the third week’s 
questionnaire, which you filled out on ..., when you were asked about milk and cream, what was the 
dollar amount you were asked about?  Respondents’ answers to these questions provided that data 
that we used to analyze the seam effects.  In addition, we varied the way in which we grouped the 
questions during the tests.  In earlier research (Rips et al., 2000), we had found larger seam effects 
when respondents had to answer all the question about a given topic one after another, and we were 
interested in determining whether the same would be true for the quantitative questions in this study. 
 For this reason, half the respondents answered the test questions in an order blocked by item:  In the 
first test session, these respondents answered the question about milk-and-cream for week 3, week 2, 
and week 1; then they were asked the question about electricity for weeks 3, 2, and 1, and so on.  In 
the second test session, they answered the question about milk-and-cream for weeks 6, 5, and 4; then 
the question about electricity for weeks 6, 5, and 4; and so on through the full set of items.  The 
remaining respondents answered the test questions in an order blocked by week:  During the first test 
session, these respondents answered all the questions about week 3, then all the questions about 
week 2, then all the questions about week 1; in the second test session, they answered all the 
questions about week 6, then week 5, then week 4.  Fifty-four adults participated in this study.  We 
recruited them in the same way as before, but none had been in the earlier experiment. 
 
 The questions about quantitative information produced clear seam effects.  Figure 4 plots 
these new data.  The y-axis of this figure shows the mean absolute value of the change in the dollar 
amounts from week to week.  For example, if a respondent said that the questionnaire for week 1 had 
asked whether s/he had spent $1 for milk and cream and that the questionnaire for week 2 had asked 
whether s/he had spent $5 for milk and cream, then the change for this item would be |1-5| = 4.  
Figure 4 shows these absolute changes, both for respondents whose questions were blocked by item 
(filled circles) and for those whose questions were blocked by week (open circles).  It’s easy to see 
that while both ways of grouping the questions produced seam effects, the effect was larger for 
blocking by item.  This agrees with our earlier results for qualitative responses (Rips et al., 2000). 
 
 Respondents’ accuracy for the amounts was quite low overall: They recalled the correct 
dollar value for only 12.1% of items.  Accuracy also decreased significantly over the response 
periods, although this decrease was relatively small, probably because of a floor effect.  On average, 
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respondents were correct for 14.4% of items during the most recent weeks of the response periods 
(weeks 3 and 6) and for 9.2% for the earliest ones (weeks 1 and 4).  This decrease was about the 
same whether the questions were blocked by item or blocked by week during the test sessions.6   
 
 The more interesting findings, however, concerned constant-wave responding.  We counted a 
respondent as making a constant-wave response during a test session if he or she gave the same 
answer (dollar amount) each time we asked about an item.  For example, if a respondent said during 
the first test session that he or she was asked about spending more or less than $2 for milk and cream 
on the week 1 questionnaire, $2 on the week 2 questionnaire, and $2 on the week 3 questionnaire, 
this was scored as a constant-wave response.  (A nonresponse on all three questionnaires was not 
scored as constant wave.)  In these terms, respondents made constant-wave responses to  36.0% of 
the items during the test sessions.  As we noted earlier, the correct amount was actually constant 
from week to week for half the items and varied for half; so a constant response was appropriate for 
the former items and incorrect for the latter.  Respondents’ answers, however, were not greatly 
different for these two item classes.  When a constant response was the correct answer, respondents 
gave constant answers for 44.2% of items; when a constant response was incorrect, they gave 
constant answers for 33.8% of items.  The number of constant-wave responses did, however, depend 
on whether the questions were blocked by week or blocked by item.  When blocked by item (e.g., all 
questions about milk-and-cream appeared together in the test), 51.4% of responses were constant 
wave.  But constant-wave responses decreased to only 18.5% when the items were blocked by week 
(e.g., all questions about week 3 appeared together). 
 
 These results suggest that grouping questions about the same topic encourages respondents to 
give the same answer to each item.  If consecutive questions ask respondents about the amount for 
milk-and-cream in week 3, milk-and-cream in week 2, and milk-and-cream in week 1, it’s tempting 
for these respondents to give exactly the same answer each time.  Placing these questions in different 
parts of the test, as we did when questions were grouped by week, greatly decreases this tendency.  
This difference clearly contributes to the larger seam effect when questions were grouped by item 
rather than by week, as seen in Figure 4.  In earlier research (Rips et al., 2000), we had also obtained 
greater accuracy when questions were grouped by week than when the same questions were grouped 
by item.  This was not true in the present study:  Respondents were correct on 10.9% of questions 
when these questions were blocked by week and on 13.1% when blocked by item (a small but 
marginally significant reversal).  This difference between experiments may be due to the fact that in 
the earlier study none of the items had correct answers that were constant across weeks, while in this 
study half had correct constant answers.    
 
          
Simulations of the Seam Effect 
 
 The exact form of the seam effect differs in these studies, probably as the result of the 
relative contributions of memory, constant-wave responding, and other factors.  To see why, 
consider respondents in a SIPP-like survey who are faced with yes/no questions about whether they 
received some benefit.  Respondents’ memory for the event will be most accurate for the periods just 
preceding the interview, declining through the response period, probably at a decreasing rate.  If the 
tendency toward constant-wave responding is moderate, this will create sizeable changes in 
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responses for the months just preceding the interview (when memory is fading most rapidly).  It will 
also produce a sizeable seam effect, since the seam data come from the most recent month of the 
first interview (when memory is strongest) and the earliest month of the second interview (when 
memory is weakest).  The result will be asymmetric curves, such as the ones in Figure 5a, which 
come from simulations based on the assumptions just outlined.0  The figure shows that the degree of 
asymmetry in the curves – the amount by which the right-most point on the curve is higher than the 
left-most point – depends on the strength of memory for the target events.  If memory for the event is 
initially weak (front part of the figure), then the asymmetry is relatively mild, whereas if memory for 
the event is initially strong (rear part of the figure), the curve is much more clearly asymmetrical.  
  
 Respondents’ tendencies to make constant-wave responses can also affect the global shape of 
the function.  As an extreme case, if memory is negligible for the events in question and if 
respondents always make a constant wave response, then the function will be perfectly symmetrical, 
as shown at the front of Figure 5b.  The only opportunity for changing a response in this situation 
occurs for cases in which a respondent makes one constant-wave response (e.g., “yes”) during the 
first interview, and a different constant wave response (“no”) for the second.  If respondents are less 
willing to make constant-wave responses, the asymmetry will increase accordingly, as Figure 5b also 
shows. 
 
 These simulations suggest that the asymmetrical curve from our first study (filled circles in 
Figure 3) may have been the result of the respondents’ fairly accurate memory for the everyday, 
personal events we asked about.  The curve shows the rise in the middle and end that we see in 
Figure 5a.  Asymmetries also appeared in our second study when we grouped questions by week 
(open circles in Figure 4).  These asymmetries largely disappeared, however, when we grouped 
questions by item (filled circles in Figure 4).  Grouping by item probably encourages constant-wave 
responding, increasing the symmetry of the curve.  The differences between the two curves in Figure 
4 are similar to the differences in the curves of Figure 5b, where we have deliberately varied the 
underlying rate of constant-wave responding.  SIPP also groups questions by item – for example, 
asking all the questions about receiving one type of benefit before asking about other types – and 
this may help account for the symmetric curves in the SIPP data that we glimpsed in Figure 1.   
 
 
Summary and Implications for Surveys 
 
 All the studies we have conducted to date have obtained seam effects – larger changes in 
responses when the data come from two different interviews than from the same interview.  In most 
of these studies, the key questions that produced the seam effect concerned information that we had 
supplied.  However, the first experiment we reported here extends our finding to naturalistic events, 
similar to those in actual surveys.  This study also compares a situation in which the response period 
of the interviews is the same as that of the questions to one in which the interviews’ response period 
is longer than that of the questions.   As Figure 3 illustrates, only the second type of schedule 
produced a seam effect.  The seam effect is the result of economizing on the number of interviews:  
By interviewing every four months and asking questions about each month in the preceding interval, 
these surveys produce response errors that would probably not have occurred if the interviews had 
been conducted every month.   
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 The studies we described here also show that seam effects appear both for questions about 
quantities (amounts paid for goods in this case), as well as questions about the occurrence or 
nonoccurrence of events.  In addition, the size of the seam effect for both quantitative and qualitative 
information depends on question order.  When respondents receive questions about the same content 
for one temporal interval after another, it’s easy for them to give the same answer to each item in the 
series.  These constant-wave responses, in turn, increase the seam effect. 
 
 Our data show that separating questions about the same topic can reduce the size of the seam 
effect.  The results are not so clear about the effect of this manipulation on accuracy.  As we 
mentioned earlier, the outcome on accuracy may depend on the pattern of events that the survey 
questions target:  Separating questions about the same topic may be helpful when the true answers 
vary from one response interval to another.  It may be of less help when true answers are in fact 
constant across intervals.  We believe similar caution is probably warranted for other methods for 
reducing seam effects.  We can probably reduce seam effects by counteracting biases in respondents’ 
answers, such as the constant-wave tendency, but we need to be careful that in doing so we don’t 
also introduce other sources of error.8   
 
 For example, SIPP has begun dependent interviewing to help reduce the size of the seam 
effect.  In the second and later interviews, respondents are told about the information they provided 
in the previous interview before they answer related questions about the current response period 
(e.g., Last time you said you had job X.  Do you still hold that job?).  It seems likely that dependent 
interviewing can smooth seam transitions by reminding respondents of their previous answers.  In 
some cases, this could also provide a memory prompt for information that respondents might not 
otherwise remember.  In other cases, though, giving respondents their own earlier answers may 
simply bias them toward giving the same answer in the current round of questions, providing an 
anchor for their judgments (Wilson, Houston, Etling, & Brekke, 1996).  Although this would 
minimize the seam effect, it could lead to equally inaccurate responses.  We need to check 
empirically in each case to see whether reducing the seam effect does more harm than good. 
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Footnotes 
                                                 
 1.  NSF Grant SES-9907414 supported the research reported here.  We are grateful to Jami 
Barnett for her help with these studies.  We also thank audiences at the American Statistical 
Association and the Washington Statistical Society for comments on previous reports about this 
project.  Gordon Willis and Elizabeth Martin commented on this paper, and their remarks will 
appear along with it in the published version.  In fairness to these discussants, we have left the text 
of the paper in the form that they read it; however, we have added several footnotes addressing a few 
of the problems the discussants raised.  The new footnotes appear in angle brackets.  
Correspondence about this paper should be sent to Lance Rips, Psychology Department, 
Northwestern University, 2029 Sheridan Road, Evanston, IL 60208. 

 2.  <We note that seam effects can be quite large.  For example, Kalton and Miller (1991) 
present SIPP data showing that 98.3% of respondents report no change in social security benefits 
from one month to the next when the months are off-seam; however, only 34.4% report no change 
across seam months.  Seam effects also appear in a wide range of variables, including such important 
characteristics as employment status and total family income (Young, 1989).  Of course, whether 
survey researchers need to worry about these differences depends on their purposes.  But those who 
use panel surveys to make inferences about changes (e.g., changes in social security or food stamp 
benefits) need to be cautious, unless overestimates of changes between seam months exactly balance 
underestimates between nonseam months.> 

 3.  Memory may still have a role to play, however, in explaining the positive bias.  
Respondents had seen all items prior to the test sessions – although, of course, not on each week – so 
the items may have seemed familiar to them.  “Yes” responses based on familiarity could explain 
positive constant-wave answers. 

 4.  < Figure 3 shows that the test-session data underestimate the number of changes both 
across seam and nonseam months.  This finding contrasts with the results of our preliminary study 
(Rips et al., 2000) and with results from SIPP (Marquis & Moore, 1989).  In the earlier work, seam 
months produced overestimates of the number of changes, whereas nonseam months produced 
underestimates.  The difference between the present study and the earlier ones is probably due to the 
particular distribution of the personal events we tested here.  For example, there were 49 cases in 
which an event occurred to a respondent in both weeks 4 and 5, but the respondent failed to report it 
for week 5.  This type of error might be due to forgetting and would serve to inflate the seam change. 
 However, there were also 61 cases in which an event did not occur in week 4, did occur in week 5, 
but was not reported for either week.  This could again be due to forgetting, but it would serve to 
deflate the seam change.  Because of the larger number of events of the second type, incorrect 
reporting tended to produce too few changes at the seam.  Underestimates were less severe, 
however, for seam months than for nonseam months.>  

. 5.  The amounts for these variable items changed according to four patterns.  One group of 
items increased in amount for weeks 1-3 and increased again for weeks 4-6; a second group 
increased for weeks 1-3 and then decreased for week 4-6; a third group decreased, then increased; 
and a fourth group decreased then decreased.  For example, if the item about milk and cream was in 
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the increase-increase group for a specific respondent, that respondent was asked on the first 
questionnaire, Last week, did you spend more or less than $1 for milk or cream...?, on the second 
questionnaire, Last week, did you spend more or less than $2 for milk or cream...?, and on the third 
questionnaire, Last week, did you spend more or less than $4 for milk or cream...?.  This same 
sequence was then repeated for weeks 4-6.  A respondent saw an equal number of items in each of 
the four groups.  Individual items were rotated through the groups across respondents. 

 6.  <These accuracy figures indicate whether the reported amount exactly matched the 
amount on the questionnaire.  We can construct a more sensitive measure of accuracy by calculating 
the average absolute deviation (in dollars) between the recalled amount and the true amount.  For 
weeks 3 and 6, the weeks just before the test sessions, the average deviation was $5.88.  For weeks 1 
and 4, the earliest weeks, the average deviation increased to $6.53.  This difference again supports 
the hypothesis that respondents were forgetting the correct amounts over the reference period.  Of 
course, when respondents no longer remember the amount, they can use a variety of strategies to 
produce an answer, including constant-wave responding, estimating a usual value for the product or 
service, or even sheer guessing.  The point of the present paper is that the seam effect depends both 
on forgetting and on the nature of these alternative strategies, as we attempt to show in the following 
section of this paper.> 

 0. 7.  For purposes of these simulations, we assumed that forgetting followed a negative 
logarithmic function of time (y = a - b*ln(t)), in line with earlier work on long-term forgetting 
(Rubin & Wetzel, 1996).  The exact form of the function is probably not crucial, however, as long as 
memory decreases at a steep rate at first and more gradually thereafter.  We also assumed that when 
a particular piece of information is forgotten, a respondent can rely on one of two strategies.  First, 
the respondent can interpret forgetting as negative evidence (i.e., failure to remember indicates that 
the event in question didn’t occur), and answer “no.”   Second, the respondent can make a constant-
wave response, answering “yes” for all earlier intervals or “no” for all earlier intervals in the 
response period.  The functions in Figure 5 then depend on three parameters: the forgetting 
parameters (a and b in the equation above), and the probability of a constant wave response.  Figure 
5a varies the first of these parameters, and Figure 5b varies the third. 

 8.  <It may seem disappointing that the size of the seam effect isn’t a clear indicator of 
overall data accuracy.  However, the seam effect depends on the variability of responses from month 
to month, and we shouldn’t expect variability (or stability) to correlate perfectly with the responses’ 
correctness.  We hope that the technique we are developing here can serve as a useful way of finding 
out how proposed methods for reducing the seam effect will impact other aspects of data quality.  As 
such, methodologists could use the technique alongside other procedures, such as cognitive 
interviewing, for anticipating problems in actual surveys.> 
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Rips, Conrad, Fricker, and Behr 
Seam Effects for Quantitative and Qualitative Facts 

 
Discussion 

 
Gordon Willis, National Cancer Institute 

 
 

In general terms, Rips, Conrad, Fricker, and Behr are to be commended for their careful 
description and analysis of the Seam Effect in panel surveys, and for the way in which they tie 
this conceptually  to “Constant Wave Effects” operating at individual interview points.  At a 
more specific level, my comments begin with a basic question:  Is the Seam Effect a worthy 
protagonist in a research study  that endeavors to point the way toward  reduction in response 
error through investigation of the cognitive aspects of survey responding?   Potentially, such a 
study represents an attempt to examine a problem observed in a particular survey environment 
(here, the Survey of Income and Program Participation, or SIPP), to determine whether there are 
consistent and modifiable sources of measurement error that reflect the operation of 
comprehension, recall, and decision processes.  Further, to the extent that the Seam phenomenon 
is pervasive, such research could possibly elucidate cognitive processes that extend to a variety 
of surveys. Therefore, a vital consideration I pose in evaluating the Rips, et al. investigation is 
whether the study investigates a phenomenon that a) is non-trivial, b) extends to a range of 
surveys, and c) is similar in nature to related problems of a cognitive nature that afflict surveys. 
 
Is the Seam Effect an “interesting” phenomenon? 
 
As to whether the Seam Effect is typically of sufficient  magnitude to be considered a problem, 
as opposed to simply a minor source of noise in an otherwise meaningful data distribution, the 
answer is provided in a separate review by Tourangeau, Rips, and Rasinski (2000),  who 
convincingly portray the sometimes large magnitude of the Seam phenomenon  –  in particular, 
the number of changes in status reported between seam months may be as much as 12%, as 
opposed to a base level of 1-2% between non-seam months. 
 
The Seam Phenomenon also appears to extend beyond the SIPP, as Seam Effects have emerged 
in the Panel Survey of Income Dynamics, and the Income Development Survey Program.  The 
general paradigm studied conceivably has application to surveys other than those involving 
income and program participation.  For example, health surveys involving cancer risk factors 
sometimes ask, at one interview point, for reports of status for a series of previous sub-intervals, 
such as usual weight during a ten-year period, or self-report of male sexual function following 
treatment for a number of months following prostate cancer.  Such procedures do satisfy the 
procedural requirements necessary, in theory, to produce  Constant Wave Effects within 
interviews, or Seam Effects over repeated interviews.  I would therefore propose that a solution 
to the Seam Effect puzzle is potentially important enough to warrant a systematic examination, 
especially to the extent that the results are generalizable. 
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Attempts to generalize the Seam Effect 
 
However, the Rips et al. attempt to directly generalize the Seam Effect to domains beyond that of 
income and program participation is risky, if this extension is carried out without sufficient 
consideration of how the cognitive aspects of different behaviors may vary.  In particular, the 
attempt to cover everyday activities such as ordering pizza and changing the oil in one’s car, under 
the Seam Effect umbrella, is problematic.  The Seam Effect is hypothesized by the authors to be 
mediated by Constant Wave Effects, in which the report for an initial sub-interval serves as an 
anchor that in turn diminishes respondents’ tendencies to vary their reports concerning other time 
intervals.  However, Constant Wave effects seem much more likely to occur for some behaviors 
than others, in fairly predictable ways.  For example, if someone changed the oil in a vehicle in 
one month, it is very unlikely he or she did so the next month as well, so that one might expect, in 
anything, a “negative wave effect” for that item (so that a positive report in one month would 
decrease reporting of the same behavior in surrounding months).  I suggest that the authors need 
to consider the nature of the behavior studied, and how this may impact the potential for Seam 
Effects, as they attempt to extend its reach beyond reporting on items such as the receipt of social 
security benefits and employment. 
 
Does reducing the Seam Effect translate into lower response error? 
 
A key rationale for studying the Seam Effect seems to be that, if this effect is a symptom of 
cognitive problems, then factors that reduce the magnitude of the Effect will also be likely to 
improve data quality.  For example, in a previous paper reporting on an initial experiment done as 
part of this research study, Rips, Conrad, and Fricker (2000) found that the use of backward-to-
forward temporal ordering of recalled events reduced the magnitude of the Seam Effect, relative to 
forward ordering, and this finding suggested that the backward order alleviated error.  Such a 
result is important from a methodological perspective, because it potentially provides a proxy 
measure of survey data quality (the size of the Seam Effect), obviating the need for direct 
measurement  through more expensive procedures such as individual level response validation.  
 
However, the status of Seam Effect-as-proxy-for-quality has become very murky, given the further 
research that Rips et al. have carried out as part of the current investigation.  In particular, the 
authors find that in some cases manipulations that reduce the size of the Seam Effect may also 
reduce rather than improve response accuracy.  For example, asking a series of survey questions in 
which related behaviors were organized by time, rather than by topic, did “break up” the tendency 
for Seam Effects to occur for each topic, but also adversely affected respondents’ reporting.  As an 
extreme example, it may be possible to eliminate a Constant-Wave-based Seam phenomenon 
through the use of random ordering of questions, preventing one response from becoming an 
anchor for others on similar topics.  However, it is doubtful that such a practice would actually 
result in improved reporting, as this would serve only to treat a possible symptom (the Seam) but 
not the underlying disorder (response error). 
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So, it seems that the Seam Effect is not in itself necessarily a direct measure of data quality, and 
the authors conclude that:  “We need to check empirically in each case whether reducing the Seam 
Effect does more harm than good.”  However, the need to check in each case (that is, for each new 
survey or new question environment) effectively nullifies the primary advantage we have for 
assessing the presence of a Seam Effect in the first place;  if its magnitude cannot be mapped 



directly to data quality, then the fact that it may be modifiable is perhaps interesting, but of very 
limited practical utility to survey researchers.  In order to move this research forward, one would 
perhaps need to determine the types of situations in which Seam Effects indicate good versus poor 
quality data.  However, pursuing this road further risks a type of reductionism in which the 
phenomenon under study is increasingly narrowed in scope so that it retains only academic 
interest, and is found to be too complex and multivariate to have the type of generality that made it 
appear attractive initially.   
 
Implications of the Rips et al. study 
 
Despite the limitations of the research, I believe that there are a number of interesting implications 
that are not directly stated, but that stem from the overall findings: 
      
1. The study of general cognitive processes.  The fact that the Seam Effect at the outset appeared 
to be somewhat straightforward in basis and amenable to study appeared to render it a good 
candidate as an application of CASM (Cognitive Aspects of Survey Methodology) in which a 
general law of cognitive functioning as related to questionnaire design could be explicated as the 
result of the research effort.  That is, the intent is to demonstrate that Seam Effects are produced 
by cognitive mechanisms that can be modified in predictable ways by particular design 
modifications, that employing these design rules will ameliorate the Seam Effect, and that as a 
byproduct, survey data quality improvements will be realized.  The fact that studying this effect 
did not lead to such a generalizeable rule, such as “reverse temporal ordering of recall is superior 
to forward ordering” is consistent with other (somewhat frustrating) failures to produce generally 
applicable rules of questionnaire design through experimental cognitive study.   Thus, 
questionnaire design and evaluation practice continues to be largely an empirical issue, where the 
factors that impact on design decisions related to a particular survey instrument are complex, and 
represent the mutual effects of a number of opposing considerations.  This is perhaps why 
practitioners continue to evaluate questionnaires through empirical techniques such as cognitive 
interviewing, as opposed to simply relying on a bible of design rules.  I do not argue that design 
rules are useless – simply that they must be regarded as a general starting point, and are 
insufficient in themselves when we partake of questionnaire design “down in the trenches.” 
2. Survey responding is problem solving.   The point has been made many times that survey 
respondents do not simply directly output information from memory, as these memories are 
queried by our survey questions.  Rather, in the face of partial and difficult-to-retrieve 
information, respondents make use of processes such as complex estimation, background 
knowledge of probability, and other heuristics,  in order to produce responses that they feel are 
reasonable.  The detailed study of the Seam Effect by Rips and colleagues further demonstrates 
this effect.  When deciding on how to answer a string of questions over sub-intervals related to the 
same behavior, respondents consider issues such as the likelihood of an event or behavior 
occurring in month N, given that it had (or had not) occurred in month N-1.  In addition to direct 
retrieval of specific memories, processes such as knowledge of regularity, frequency, and 
patterning of particular behaviors (whether ordering pizza, changing the oil, or receiving social 
security benefits) drives the process by which the respondent attempts to reach a suitable level of 
accuracy under conditions in which memory itself is insufficient.  We must continue to be 
reminded that answers to survey questions are often not so much reported from storage as they are 
synthesized on the spot from a variety of information sources. 
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3. Respondent consistency.  The finding of a Constant Wave Effect within interview, but 
sometimes virtually random perturbation in response between interviews, also has two important 
implications: 
 

a) Consistency of responses within interview is no assurance of response accuracy.  Survey 
designers sometimes are led to believe that their survey questions “work” because no 
obvious problems arise, and the responses to related items do not illustrate gross 
inconsistency.  However, a generalization of Constant Wave Effects may be “Consistent 
Answer Effects” in which respondents strive to maintain a coherent picture (“Because I 
said X to the previous question, now I better answer Y”).  So, especially during pretesting 
and evaluation, it makes sense to delve into the basis for each answer, rather than simply 
accepting a seemingly solid and consistent facade. 

 
b) On the other hand, we should not necessarily expect great consistency between 
interviews, even for information which should not have changed between interview.  This 
particular issue arises perennially when we conduct reinterview studies to assess question 
reliability, or where a longitudinal study requires an answer to the same question at 
multiple time points.  A consistent concern is that at time T2, the respondent is simply 
recalling the answer he/she gave at time T1, rather than recalling the answer anew.  
However, if respondents’ behavioral tendencies with respect to the Seam Effect can be 
used as a guide, then perhaps those worries are unfounded; if respondents are not even 
consistent when we do want them to be, then perhaps they also are not attempting (or able) 
to be consistent when we don’t want them to be. 

 
To return to the initial question posed – Why study the Seam Effect under the rubric of CASM 
research? – Perhaps the answer is not that this will provide a means for reducing error by finding 
ways in which to ameliorate this effect, but rather, that it provides a rich source of data indicating 
how respondents make decisions as they answer survey questions, specifically about a series of 
past sub-intervals.  The fact that they may be inclined to engage in Constant Wave behavior, when 
the behavior is viewed as likely to be constant in nature, sensitizes us to the need to emphasize the 
veracity of the initial response reported, and leads us to consider whether it is even advisable to 
request information from the respondent that may be severely tainted by other reports they have 
just given.  As a means for investigating this phenomenon further, I advocate additional research 
which  attempts to directly determine the effects of economizing survey reporting by obtaining 
monthly (or other periodic) information on a less-than-monthly basis.  In particular, by comparing 
the results of a procedure in which some respondents actually are asked the repeated questions (on 
program participation, ordering pizza, etc.) monthly, and others are asked for the same 
information, but periodically (e.g., quarterly), we can determine the direct effects of the use of the 
latter procedure.  
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Remarks on “Seam Effects for Quantitative and Qualitative Facts” 
Elizabeth Martin 

U. S. Census Bureau 
 
It may be useful to begin with a brief recapitulation of the research you’ve just heard reported.  
Rips and his colleagues are attempting to reproduce or simulate the seam effect in the lab.  To do 
this, they in effect miniaturize everything--months are transformed into weeks, and the four month 
wave is transformed into a four (or three)  week wave.  They ask respondents about two different 
kinds of events.  First, every week they send questionnaires to be filled out, then at the end of four 
weeks they interview respondents about what questions appeared in the questionnaires.  Let’s call 
this “questionnaire recall.”  Second, they also ask respondents--both in the questionnaires, and in 
the end-of-wave interview sessions--about ordinary events that may have happened during each 
week of the “wave.”  Let’s call this “ordinary event recall.”  “Transitions” are measured as week-
to-week changes in respondents’ reports.  So, if a respondent said a particular question appeared in 
one of the weekly questionnaires but not the next one, that counts as a transition.  For ordinary 
events, if a respondent said a particular event happened one week and not the next, that counts as a 
transition.  For both types of events, they have measures of truth.  For the first, they know which 
questionnaires they sent out, so they know which questions were in fact asked each week.  For the 
second type of event, they have the responses to the weekly questionnaires as a check on the 
accuracy of respondents’ reports about the same events at the end of the four week “wave.”  
 
I think there are three questions we need to ask about the research.   
C First, have they produced seam effects in the lab?   
C Second, does their laboratory version of the seam effect reproduce or match what we know 

about essential features of the survey phenomenon?   
C Third, if we are satisfied that their laboratory simulation reproduces the survey reporting 

phenomenon in critical ways, what light does their research shed on the cognitive 
underpinnings of seam bias? 

 
I would answer the first question with a skeptical “maybe.”  Despite the authors’ interpretations, I 
do not see evidence of a seam effect for the second type of  “ordinary event recall.”  Compared to 
the weekly questionnaires which serve as the measure of truth, the test sessions produce 
consistently lower estimates of week-to-week changes in responses.    But we know from record 
check studies of income reporting that, compared to truth, the number of transitions at the seam is 
too high, and the number of within-wave transitions is too low (Moore and Marquis, 1989).  
Hence we should observe the lower line spike up above the top “truth” line at the seam, but it 
doesn’t.  
 
For the other type of  “questionnaire recall” the results do seem to show a seam effect which is 
very much affected by the structure of questioning during the test session interview.  For example, 
respondents were asked in the test session to recall the dollar amounts asked about in 
questionnaire items for each of the weeks of the “wave.”   When the recall questions were 
organized by week, the seam effect is slight; when organized by topic (i.e., respondents were 
asked to recall the dollar amount referred to in a particular question in each of the weekly 
questionnaires) it is very large. 
 
The authors theorize that the seam effects in their lab studies, and in surveys such as SIPP, are 
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produced by the combined effect of recall for events in relatively recent time periods and 
estimation of events in distant time periods, which respondents do not remember well. 
 
But are Rips and his colleagues measuring recall in their laboratory simulation?  The events for 
which they find seam effects--recall of questions asked in questionnaires--are very ephemeral and 
inconsequential, in contrast to receipt of income, say.   The authors do not provide evidence to 
support the premise that any recall at all is involved in this reporting task.  It seems plausible that 
the task of “recalling” which of eight or four weekly questionnaires contained a particular item is 
pure guesswork, and that the seam effects they produce are a consequence of artificial constraints 
upon the consistency of guesses across the weekly time periods.  Answers to the following 
questions would shed light on whether respondents are engaged in recall or guessing: 
 1.)  What fraction of correct responses should be expected by chance?  The test sessions only 
asked about events (questionnaire items) that really had appeared in the weekly questionnaires, 
and the results suggest respondents were biased toward positive answers to the questionnaire recall 
questions.  It might be useful to include in the test sessions questions that ask respondents to 
“recall” items that never appeared in any questionnaire, to learn whether respondents are as likely 
to say they saw a questionnaire item that never appeared in any questionnaire, as one that did.  If 
so, then it’s difficult to interpret the results as being about something other than guessing.   
 2.)  Were respondents given the option of responding “don’t know” to the questionnaire recall 
questions, and what fraction did so (or did not respond)? 
 3.)  Did the researchers conduct any debriefings or think-alouds with respondents to learn how 
they attempted to solve the questionnaire recall task? 
 4.)  What is the correlation between respondents’ reports and truth?  (I suspect it is close to 
zero.) 
 
If the questionnaire recall task does not involve recall, then the answer to the second bulleted 
question above is “no,” because the laboratory version of the income reporting task does not match 
what is known about the survey phenomenon.  Income reports may be characterized by a good 
deal of error, but no one doubts that income receipt is memorable and that reporting income 
involves recall. 
 
In seeking to reproduce the seam bias phenomenon, it would be useful to review what is known or 
suspected about the seam bias as it affects income reporting.  I was surprised the authors had not 
done this.  We have a good deal of evidence about the seam bias from the record check studies of 
the Survey of Income and Program Participation (SIPP), conducted by Kent Marquis and Jeff 
Moore.  That research suggests that: 
1.)  The seam bias appears to involve both underreporting of true changes within a wave, and 
overreporting of changes between waves (Moore and Marquis, 1989).   
2.)  Reporting accuracy (i.e. low underreporting error) varies a good deal by program, but the seam 
effect turns up even for very accurately reported events, such as Social Security income (see 
Marquis and Moore, 1990). 
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3.)  It is not clear that more recent events (e.g., income receipt one month ago) are more accurately 
reported than more distant events (e.g., income receipt four months ago) (see Marquis and Moore, 
1990; table 4.2). This finding is counterintuitive, and other research suggests that recall for income 
receipt does deteriorate over time.   For example, Kalton and Miller (1991) find that a one-time 



increase in Social Security payments was less likely to be recalled and reported the longer the time 
interval between the occurrence of the increase and the interview date.  The possible role of 
memory decay in producing the seam bias is an important question for research.  The authors beg 
the question by assuming that memory decay produces better recall for recent events than for more 
distant ones, taking the evidence of a seam effect as support for this explanation.  However, any 
factor or process that increases the consistency of reporting across weeks within a wave, and/or 
that reduces the consistency of reporting between waves, could produce a seam effect.  It would be 
useful to contrast their hypothesis with alternative hypotheses about the underlying cognitive 
processes that may account for the seam bias phenomenon.  Existing research has implications for 
theorizing about the cognitive processes underlying seam effects, and should be taken into account 
in research on the topic.  Results of methodological studies which have attempted to correct the 
seam bias (see, e.g. Moore, Marquis, and Bogen, 1996) are also pertinent and should be 
considered in developing cognitive theories of the seam effect and proposing solutions for it. 
 
The authors need to reexamine the task they are using in their laboratory simulation, which should 
more closely mimic the survey task that gives rise to the seam bias phenomenon.  The character of 
the events being reported about in surveys such as the SIPP is quite different from the 
questionnaire events for which the authors find seam effects in their laboratory simulation, and the 
differences almost certainly affect the recall strategies employed by respondents.  Income receipt 
is, for most of us, pretty memorable and consequential.  For most of us, it is temporally regular, 
and patterned in some way.  It depends on external, continuing sets of conditions and life 
circumstances--having a job, being eligible and enrolled for food stamps or social security, and so 
on.  When these conditions change, then income receipt changes--one loses a job, stops receiving 
wage income, becomes eligible for unemployment compensation, loses eligibility after a certain 
number of weeks, and so on.  Behind the month-to-month changes in recipiency are real 
transitions in life circumstances which are meaningful to respondents.  The fact that income 
receipt is associated with meaningful transitions influences the response strategies available to 
respondents as they report income.   They can try to reconstruct the timing of a change in income 
source or amount using associated life events and changes as anchors and landmarks.  (Of course, 
the fact that such recall strategies are available to respondents does not necessarily mean they 
employ them, or that they produce accurate reports if they do.)  Such strategies are unavailable to 
respondents in this study, because the events (recall of questionnaire items) are meaningless and 
the “transition” from one item to another in different weekly questionnaires is completely artificial 
and arbitrary, from the respondent’s point of view.  (I find it difficult to imagine strategies for 
answering these questions other than constant wave responding or random guessing.)  Thus, the 
cognitive processes respondents engage in during the questionnaire recall task seem considerably 
different from the cognitive processes involved in reporting income.   For this reason, the answer 
to the third bulleted question in my opinion is “no,” this research has not (yet) shed light on the 
cognitive underpinnings of the seam bias phenomenon in surveys.  However, this is an interim 
assessment; by better integrating knowledge from the existing methodological literature, and by 
reexamining and corroborating their assumptions about the nature of the response task and the 
cognitive processes that respondents engage in, and by exploring respondents’ response strategies 
more directly, the authors would make useful contributions to our understanding of this difficult 
survey problem. 
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FCSM Seminar on the Funding Opportunity in Survey Research 
Introduction to Session 3, "A Computer Tool To Improve Questionnaire Design" 
 
Chair, Robert Parker, U.S. General Accounting Office 
 
The subject of our 3rd session today is "A Computer Tool To Improve Questionnaire 
Design" and features a paper by a number of faculty members of the University of 
Memphis, headed by Professor Arthur Graesser, who will make this morning's 
presentation.  Before introducing our speaker, I'd like to say that I am very pleased to be 
chairing this session, because I strongly support research designed to help reduce 
nonsampling errors and to increase response rates.  The work described in this paper 
looks like a promising step in that direction, and I look forward to hearing comments 
from our discussants. 
 
Now let me introduce our speaker.  Professor Graesser is presently a full professor in the 
Department of Psychology and an adjunct professor in Mathematical Sciences at the 
University of Memphis.  He is currently a co-director on the Institute for Intelligent 
Systems and director of the Center for Applied Psychological Research.  Dr. Graesser 
received his Phd in psychology from the University of California at San Diego and has as 
his primary research interests cognitive science and discourse processing.  He is currently 
editor of the journal Discourse Processing.  In addition to publishing over 200 articles, he 
has written 2 books and edited several others.   
 
Our first discussant will be Terry DeMaio, a principal researcher in the Census Bureau's 
Center for Survey Methods Research.  She has been at the Census Bureau for 25 years, 
working on research issues related to nonresponse and questionnaire design.  She 
currently heads a group that conducts research on the Bureau's demographic surveys.  
Terry received her graduate training in sociology at University of Indiana. 
 
Our second discussant will be Fran Featherston.  Fran is a senior survey researcher at the 
General Accounting Office and has extensive research in the design and analysis of a 
wide variety of surveys.  Fran received a Phd in political science from the University of 
Michigan. 
 
I want to thank Professor Graesser and our two discussants for their presentations.  I also 
would like to add additional comments on the QUAID computer tool.  First, it would 
seem to me that this tool would be useful not only to survey designers but also to 
managers in statistical agencies.  Using QUAID, or some derivative program, for all 
surveys could provide managers with the knowledge that the questions in their surveys 
have been designed in a way to reduce comprehension problems by respondents.  Second, 
it would seem that a next major step in the development of QUAID would be the ability 
to apply it simultaneously to groups of similar questions on a single survey.  
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Abstract 
 
We have developed a computer tool (called QUAID) that assists survey methodologists 
who want to improve the wording, syntax, and semantics of questions on surveys and 
questionnaires.  QUAID stands for “Question Understanding Aid.”  The input to QUAID 
consists of a question on a questionnaire, whereas the output is a list of potential 
problems with the question, including:  (1) unfamiliar technical term, (2) vague or 
imprecise relative term, (3) vague or ambiguous noun-phrase, (4) complex syntax, and 
(5) working memory overload.  QUAID is now available on the web 
(www.psyc.memphis.edu/quaid.html).  This web facility encourages researchers to send 
us problematic questions so that we can iteratively assess and improve the performance 
of QUAID.  We have performed analyses that assess how well QUAID diagnoses these 
five problems with questions, sampled from a corpus of 11 surveys provided by the US 
Census Bureau. We have also collected eye- tracking data while college students answer 
69 questions.    
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Introduction 
 
Questions on a survey should elicit valid and reliable answers from respondents in 

a short amount of time. The goals of validity, reliability, and efficiency cannot be met if 
respondents have trouble comprehending the questions.  So how do survey 
methodologists identify questions that are difficult for respondents to comprehend?  One 
method is to have experts identify particular problems with questions (Lessler & Forsyth, 
1996).  A second approach is to collect verbal protocols from respondents as they answer 
questions (Willis, DeMaio, & Harris-Kojetin, 1999); some of the problems with 
questions can be articulated by respondents.  A third approach is to observe behaviors, 
such as pauses or requests for clarification, that suggest that the respondents are 
struggling with a particular question (Fowler & Cannell, 1996; Schober & Conrad, 1997).    

 
A fourth approach is to build a computer model that identifies problems with 

questions in a theoretically principled or systematic fashion (Graesser, K. Wiemer-
Hastings, Kreuz, P. Wiemer-Hastings, & Marquis, 2000).  Building such a computer 
requires the coordination of several fields, including computer science, computational 
linguistics, discourse processing, cognitive science, and survey methodology.  This fourth 
approach was pursued in the present project.  We have developed a computer program 
(called QUAID) that critiques questions on different comprehension problems.   

 
Researchers in CASM (Cognitive Aspects of Survey Methodology) have adopted 

models that dissect different stages question-answering (Jobe & Mingay, 1991; Lessler & 
Sirken, 1985; Sudman, Bradburn, & Schwarz, 1995; Schwartz & Sudman, 1996; 
Tourangeau, 1984; Sirken, Hermann, Schechter, Schwarz, Tanur, & Tourangeau, 1999).  
The stages included in most of these models are question interpretation, memory 
retrieval, judgment, and response selection.  The inaccuracy and variability of question 
interpretation among respondents is known to be one of the serious sources of error that 
threaten the reliability and validity of answers to questions (Fowler & Cannell, 1996; 
Groves, 1989; Lessler & Kalsbeck, 1993; Schober & Conrad, 1997).  Therefore, revising 
questions to minimize interpretation problems is one important strategy for reducing 
measurement error. QUAID was designed to diagnose interpretation problems, as 
opposed to other stages of questions answering (memory retrieval, judgment, and 
response selection).     
  

QUAID stands for Question Understanding Aid.  It has particular modules that 
critique each question on potential comprehension difficulties at various levels of 
language, discourse and world knowledge.  The critique identifies words that are 
unfamiliar to most respondents, vague predicates (verbs, adjectives, adverbs), ambiguous 
noun-phrases, questions with complex syntax, and questions that overload working 
memory (Graesser, K. Wiemer-Hastings, Kreuz, P. Wiemer-Hastings, & Marquis, 2000).  
The identification of such problems should be useful to the survey methodologist if the 
computer tool can accurately identify the questions with potential problems and can point 
out what the problems are.  Some of these problems might otherwise be missed because 
of fatigue or training deficits in the survey researcher who writes, revises, and pretests the  
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questions.  Most survey researchers do no have extensive training in linguistics, 
discourse processing or cognitive science, so QUAID should be a valuable augmentation 
to the standard tools of the survey methodologist.   
 

This paper is a progress report on our development and evaluation of QUAID.  
Section 1 presents a succinct overview of QUAID.  The is a web facility that survey 
methodologists can use to obtain critiques of questions with QUAID.  Our hope is that 
survey methodologists use this web facility and send us problematic questions; these will 
be used in future tests and refinements of QUAID.  The second section reports a recent 
evaluation of the performance of QUAID.  That is, how well can it accurately 
discriminate questions with particular problems, when compared to expert evaluations as 
a gold standard.  The third section describes an eye tracking study that recorded the eye 
fixations and eye movements while respondents answer survey questions.  We are 
currently assessing the extent to which eye tracking patterns reveal problems with 
questions. 

   
QUAID (Question Understanding Aid) 

 
This section briefly describes the QUAID computer tool.  QUAID can handle 5 

problems with questions, as described shortly.   The questionnaire designer first types a 
question into QUAID.  Then QUAID critiques the question on the 5 different 
components.  There are three levels of each critique that vary in specificity, from 
succinctly identifying a problem to a lengthy description of the nature of the particular 
problem.   

 
 Graesser’s previous research has identified 12 problems with questions that 

periodically occur in surveys (Graesser, Bommareddy, Swamer, & Golding, 1996; 
Graesser, Kennedy, P. Wiemer-Hastings, & Ottati, 1999).  Many of these problems have 
been incorporated in various analytical coding schemes of survey methodologists.  The 
current version of QUAID reliably handles the five problems below.   

 
(1) Unfamiliar technical term.  There is a word or expression that very few 
respondents would know the meaning of.  
 
(2) Vague or imprecise predicate or relative term. The values of a predicate (i.e., 
main verb, adjective, or adverb) are not specified on an underlying continuum 
(e.g., try, large, frequently).  
 
(3) Vague or ambiguous noun-phrase. The referent of a noun-phrase, noun, or 
pronoun is unclear or ambiguous (e.g., items, amount, it, there). 
 
(4) Complex syntax.  The grammatical composition is embedded, dense, 
structurally ambiguous, or not syntactically well-formed.  
 
(5) Working memory overload.  Words, phrases, or clauses impose a high load on 
immediate memory. 

 38 
 



  

 
 
 
When a question is submitted to QUAID, there are three slots of information that 

get entered: Focal Question, Context, and Answer Options.  The Focal Question is the 
main question that is being asked.  The Answer Options (if any) are the response options 
that the respondent selects.  The Context slot includes sentences that clarify the meaning 
of the question and instructions on how the respondent is supposed to formulate an 
answer.  The content of the 3 slots is illustrated in the following question. 

 
FOCAL QUESTION:  From the date of the last interview to December 31, did 
you take one or more trips or outings in the United States, of at least one mile, 
for the primary purpose of observing, photographing, or feeding wildlife?    
 
CONTEXT:  Do not include trips to zoos, circuses, aquariums, museums, or 
trips for scouting, hunting, or fishing. 
 
ANSWER OPTIONS:  YES_____   NO_____ 

 
 QUAID’s critique of each question is a list of problems it identified.  For 
example, if a question had a one problem with each of the 5 categories, QUAID would 
print out the following five summary messages: 

 
UNFAMILIAR TECHNICAL TERM: The following term may be unfamiliar to 
some respondents:  <unfamiliar technical term>   
 
IMPRECISE RELATIVE TERM: The following term refers implicitly to an 
underlying continuum or scale, but the point or value on the scale is vague or 
imprecise:    <problematic term> 
 
VAGUE OR AMBIGUOUS NOUN-PHRASE: The referent of the following 
noun may be vague or ambiguous to the respondent:  <problematic term>   
 
COMPLEX SYNTAX:  The question is either ungrammatical or difficult to 
parse syntactically. 
 
WORKING MEMORY OVERLOAD: The question imposes a heavy load on 
the working memory of the respondent. 
 

In addition to this short feedback, there are two additional levels of extended help that 
define each problem more completely and that give examples of particular problems. 
This extended help allows the survey methodologist to dissect and repair the problem 
with a particular question.  
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It is beyond the scope of this paper to provide the technical details of how 
QUAID identifies problems (see Graesser, et al., 1996, 1999; 2000).  QUAID adopts both 
theoretical and empirical criteria when deciding whether a question has a problem.  
Regarding theory, the process of developing QUAID involved exploring a large space of 
features, modules, and mechanisms in computational linguistics that are potentially 
diagnostic for identifying a particular class of problems with questions.  For example, in 
the case of syntax, there were metrics that computed the number of constituents at the top 
level of a parse, the number of subordinate clauses, the number of relative clauses, and so 
forth (see Jurafsky & Martin, 2000 for recent developments in computational linguistics 
and natural language processing in artificial intelligence).  We used correlation analyses 
to explore which of the alternative measures of syntactic complexity best predicted the 
ratings of syntactic complexity that were provided by language experts.  As another 
example, unfamiliar technical terms were identified by accessing computer lexicons that 
specify the frequency of words in the English language.    

 
QUAID currently runs on a Pentium computer with a Linux operating system.  

The software includes a number of processing modules written in different computer 
languages (Java, LISP, C).  QUAID is currently available on the web 
(www.psyc.memphis.edu/quaid.html), available to the public for free.  However, 
individuals will not be able to use QUAID unless they provide us their names, address, 
email, telephone number, and other pertinent information.  QUAID users must also agree 
to our analyzing their questions for research purposes, in exchange for their free use of 
the facility.  The originator of the questions will be kept anonymous, in compliance with 
the ethical use of human subjects in research. We will use these questions for the 
evaluation and refinement of QUAID.  QUAID currently handles only one question at a 
time, whereas a future version of QUAID will accommodate a set of survey questions.    

  
 

Performance of QUAID when Compared to Human Experts as a Gold Standard 
  
This section discusses how well QUAID fares in detecting problems with questions when 
using human experts as the standard for a correct identification of a problem.  So truth is 
defined as the judgment of human experts.  It should be noted that a problem spotted by 
human experts may be a continuous variable, rather than a discrete variable (i.e., problem 
versus no problem).  Thus, a question Q is said to have problem P on a continuum that 
varies from 0 to 1.0; this we define as problem score.  Intermediate values of the problem 
score reflect differences among experts and different strengths of problemhood within the 
judges.  We considered different thresholds of the problem score when declaring whether 
there is a problem with a question.  That is, a question Q was said to have problem P if 
the problem score of experts met or exceeded some threshold T.   
 
Graesser et al. (2000) conducted a study that assessed how well experts can identify the 
five problems with questions.  Experts evaluated a corpus of 550 questions on the five 
problems (2750 judgments altogether). The three experts were extensively trained on the 
problems  with  questions  and  had  a  graduate  degree  in  a  field  that  investigated  the  
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mechanisms of language, discourse, and/or cognition.  The experts judged whether or not 
each question had each of the 5 problems.  The following rating scale was used in making 
these judgments: 1 = definitely not a problem, 2 = probably not a problem, 3 = probably a 
problem, and 4 = definitely a problem.  The problem score was computed as: (sum of 
expert ratings – 3) / 9.  A question was defined as having a problem P if the  
problem score > threshold T.   
 
Eleven surveys were selected for testing QUAID.  These included: Hunting and Fishing 
Questionnaire, third detailed interview, 1991 (form FH-3C); Nonconsumptive User's 
Questionnaire, Third Detailed Interview, 1991 (form FH-4C); 1993 Survey of Working 
Experience of Young Women (form LGT-4161); 1996 American Community Survey (form 
ACS-1); United States Census 2000 Dress Rehearsal (form DX-2); Adolescent Self-
Administered Questionnaire: Survey of Program Dynamics (form SPD-18008); 1998 
National Health Interview Survey Basic Module: Adult Core (version 98.1); 1998 
National Health Interview Survey Basic Module:Household Composition (version 98.1); 
1998 National Health Interview Survey: Child Prevention Module (version 98.1); Crime 
Incident Report: National Crime Victimization Survey (form NCVS-2); Survey of 
Program Dynamics: Adult Questionnaire.  These surveys were furnished by the United 
States Census Bureau.   
 
 Signal detection analyses were performed on the data after we classified questions 
as being problematic versus non-problematic for any given criterion threshold T.  Using 
the terminology of signal detection theory, a target item is a question that human experts 
regard as a problem (given threshold T) whereas a nontarget item is a question that 
human experts regard as nonproblematic.  The following metrics can then be computed. 
 

Hit rate = p(computer sees problem | human sees problem) 
False alarm rate (FA) = p (computer sees problem | human sees no 

 problem) 
  d’ score = computer’s discriminative ability to identify problem,  

in theoretical standard deviation units 
 
A high d’ score means that the QUAID tool does an excellent job discriminating between 
questions that are problematic versus non-problematic, at least according to the standard 
of the human experts.  The d’ score is a pure measure of the ability of QUAID to 
discriminate problems with questions, after controlling for guessing biases.  Another 
useful measure is called a problem likelihood, which is the proportion of questions that 
are classified as problematic according to the experts (given some threshold T on the 
problem scores). 
 
 There have been previous evaluations of QUAID on the corpus of 550 questions 
provided by the US Census Bureau (Graesser et al., 2000; Graesser, K. Wiemer-Hastings, 
P. Wiemer-Hastings, & Kreuz, 2000).   These previous evaluations support the claim that 
QUAID has discriminative validity in identifying all five problems with questions, as 
defined by the experts.  Table 1 summarizes the results of the evaluation reported in these  
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studies.   Table 1 presents the different performance measures for the 5 categories of 
problems with questions.  These include the hit rates, false alarm rates, d’ scores, and 
problem likelihood scores.  We selected suitable threshold values of problem scores that 
optimized hit rates, d’ scores and problem likelihood scores.   
 
 
Table 1: Comparison of QUAID and human experts in detecting problems with 
questions 
 

  Hit   False alarm d’ score Problem 
   Rate Rate     likelihood 

 
(1) Unfamiliar technical term    .86 .41  1.31  .09 
(2) Vague or imprecise relative term   .94 .53  1.48  .10 
(3) Vague or ambiguous noun-phrase   .95 .61  1.37  .04 
(4) Complex syntax     .29 .03  1.33  .07 
(5) Working memory overload   .29 .04  1.20  .08 
  
 
 Several conclusions can be drawn from the data in Table 1.  First, the QUAID 
tool was able to discriminate problematic questions because the d’ scores were 
significantly above zero.  Second, the hit rates and false alarm rates had remarkably 
different patterns among the five classes of questions.  The hit rates were quite high for 
the first 3 problem categories (.86 to .95), but so were the false alarm rates (.41 to .61).  
QUAID does a good job in detecting these classes of problems but at the expense of 
generating false alarms that may not be problematic under more careful analysis.   So the 
survey methodologist would have many questions flagged as problems, but would have 
to spend extra time rejecting many questions that are not problematic.  An improved 
QUAID needs to have computational methods of not being fooled by false alarms.  In 
contrast, problem 4 (complex syntax) and problem 5 (WM overload) had low hit rates 
and extremely low false alarm rates.  In these cases, QUAID needs to have more sensitive 
algorithms and metrics for picking up problematic questions.   For all 5 problems, the 
problematic likelihood scores were quite low (ranging from .04 to .10).  Thus, only 1 out 
of 10 to 25 questions suffered from a particular problem.   
 
 During the course of our research project, we have been exploring improved 
computational procedures for identifying problems with questions.  We recently have 
been particularly interested in improving the complex syntax evaluator because it had 
previously shown a poor ability to detect problematic questions.  In order to provide a 
more sensitive assessment, we desired a sample of questions that were more evenly split 
between problematic and nonproblematic questions.  Therefore, we selected a sample of 
94 questions from the original 550 questions in the question corpus; this restricted corpus 
had a higher incidence of problematic questions.  First, we selected the top 50 
problematic questions, using problem score measures that integrated over the 5 problems. 
Second, we randomly selected 50 questions from the sample of 550; 6 of these were in 
the first set of problematic questions, so we ended up with 94 questions in total. 
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 Table 2 presents the recent performance evaluation of QUAID.   The old version 
of QUAID is compared with the revised version of QUAID.  Table 2 also contrasts a 
lower threshold (T = .33) with a higher threshold (T = 44) of problem scores.  As the 
threshold gets higher, the greater extent to which expert judges believe there is a problem 
with a question.  As the threshold increases, there automatically is a lower problem 
likelihood score; when averaging over the 5 question problems, the problem likelihood 
scores were .38 and .18 for the low versus high thresholds, respectively.   Similarly, the 
d’ scores generally increase as a function of higher thresholds (as do hit rates and false 
alarm rates).   So when the experts have a stronger belief there is a problem with a 
question, the accuracy of QUAID shows a similar improvement.   
 
 The most interesting data contrasts the performance of the old versus the revised 
version of QUAID. We spent considerable effort improving the syntax component and 
that clearly paid off.  The hit rates and d’ scores increased dramatically for syntactic 
complexity.  In the future, we plan on giving greater attention to working memory 
overload module, now that that there has been reasonable progress on syntactic 
complexity.  This is because one aspect of working memory load consists of syntactic 
complexity.  In contrast to the dramatic increases in the performance of the syntax 
module, there were modest gains in unfamiliar technical terms and vague/ambiguous 
noun-phrases.  The vague and imprecise relative term component is almost finished, so 
improvements are not anticipated on that module.   
 
 There is some question of what performance index to maximize in our QUAID 
tool.  We plan on having two versions of QUAID, one that maximizes hit rates and one 
that maximizes d’ discrimination.  If we maximize on hit rate, then QUAID will identify 
most of the problems, but at the cost higher false alarms.  So QUAID will alert the survey 
methodologist that there might be a problem, but the survey methodologist will have to 
make frequent decisions that these potential problems should be dismissed.  If we 
maximize on d’ scores, then QUAID will be identifying problems less often, but the 
decisions will be more accurate.  The use of the different versions will depend on the 
goals of the survey methodologist (i.e., completeness versus timeliness). 
 
 There is one fundamental problem with using the expert ratings as the gold 
standard of spotting problems with question interpretation.  The experts have only 
moderate agreement on the identification of these problems (see Graesser et al., 2000) 
and they miss many of the subtle analyses of language, discourse, and world knowledge.  
Therefore, we need a more objective measure of identifying questions with particular 
problems.  Our hope is that eye tracking data will provide a more objective measure.  
Therefore, we conducted a study on eye tracking during question answering.  This is 
reported in the next section. 
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Table 2: Recent comparison of QUAID and human experts in detecting problems 
with questions 
 

Hit rate False alarm d’ score  Problem  
 rate    likelihood 

 
(1) Unfamiliar technical term  
 Threshold = .33 
  Old QUAID   .82 .44  1.06  .30  
  Revised QUAID   .96 .71  1.20  .30 
 Threshold = .44 
  Old QUAID   .93 .49  1.50  .15 
  Revised QUAID  1.00 .75  1.64  .15  
   
(2) Vague or imprecise relative term 
 Threshold = .33 
  Old QUAID   .77 .50   .74  .38 
  Revised QUAID   .77 .50   .74  .38 
 Threshold = .44 
  Old QUAID   .90 .52  1.29  .22 
  Revised QUAID   .90 .52  1.29  .22 
  
(3) Vague or ambiguous noun-phrase 
 Threshold = .33 
  Old QUAID   .88 .64   .82  .46 
  Revised QUAID   .90 .56  1.13   .46 
 Threshold = .44 
  Old QUAID  1.00 .73  1.70  .08 
  Revised QUAID  1.00 .71  1.76  .08 
  
(4) Complex syntax 
 Threshold = .33 
  Old QUAID   .28 .16   .42  .41 
  Revised QUAID   .62 .38   .62  .41 
 Threshold = .44 
  Old QUAID   .39 .15   .76  .24 
  Revised QUAID   .91 .34  1.75  .24 
    
(5) Working memory overload 
 Threshold = .33 
  Old QUAID  .40 .12   .90  .37 
  Revised QUAID  .40 .12   .90  .37 
       
 Threshold = .44 
  Old QUAID  .63 .12  1.50  .20  
  Revised QUAID  .63 .12  1.50  .20  
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Eye Tracking While Answering Questions 
 

The collection of eye tracking data provides a different method of diagnosing 
problematic questions with respect to question interpretation.  Eye tracking patterns serve 
as a sensitive index of on-line comprehension processes.  If a question is difficult to 
comprehend, then there should be a high density of multiple fixations on words and 
regressive eye movements.  Words that are difficult to interpret should have long fixation 
times.  We collected eye tracking data in order assess whether the problems identified by 
QUAID are manifested in eye movements and gaze durations.  

 
We conducted a study on 9 college students who read and answered 69 questions 

selected from the corpus of 550 survey questions.  The 69 questions included 45 
problematic questions and 24 random questions.  We had to exclude questions that were 
too long to fit on a computer screen.  The eye tracking equipment was an Applied 
Science Laboratory Model 501 eye tracker with a head mounted device.   Thus, the 
respondents could move their heads while reading and answering the questions.   

 
During each trial, the participant advanced to the next question by hitting a bar in 

presence of a READY signal.  Then the question appeared on the screen.  The participant 
read the question and answered the question aloud.  We recorded the eye tracking data 
while they read the question, audio recorded their answers, and videotaped the computer 
screen.   The eye tracking portion of the study lasted 30 minutes, 10 for calibration of the 
eyes and 20 minutes for collecting data on the 69 questions.  There were 6 different 
random orders of the questions.  After collecting the eye tracking data, the participants 
completed a Wechsler Abbreviated Scale of Intelligence (Psychological Corporation, 
1999) and an information sheet about demographic information and university training.   
 
 One index of comprehension difficulty is multiple fixations on a word.  If 
comprehension runs smoothly, the reader would move ahead in a linear fashion, with 
only one eye fixation per word.  However, there will be multiple fixations and regressive 
eye movements to the extent that there are problems interpreting words, noun-phrases, 
clauses, and sentences.  The index of comprehension difficulty was therefore scored as 
number of eye fixations per word, given that there was at least one fixation on the word.   
 

Table 3 shows this fixation frequency index for the content words of one of the 
questions.  Content words include nouns, pronouns, adjectives, and main verbs.  The 
function words and other minor words were not counted because they are known to have 
short fixation times.  The fixation frequencies clearly increase as the readers progress 
further in the sentences, when the working memory load is higher and the syntactic 
complexity is more taxing.  The mean fixation frequencies were 1.14, 1.44, 2.08, and 
2.57 for the content words on lines 1, 2, 3, and 4, respectively.  Table 4 shows that gaze 
durations on individual words show the same pattern.  The mean daze durations 
(measured in milliseconds) are 225, 290, 397, and 633 milliseconds for lines 1, 2, 3, and 
4, respectively.   
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 We are currently analyzing fixation frequencies and gaze durations of the words 
in the 69 questions.  The mean fixation frequency per content word (and mean gaze 
duration) should be significantly higher for the problematic questions than the 
nonproblematic questions.  Moreover, gaze durations should be comparatively high for 
unfamiliar technical terms, unclear relative terms, and vague or ambiguous noun-phrases.   
Regressive eye movements should occur at points in the sentence when the syntactic 
complexity and/or working memory load are high.  These predictions are currently being 
tested in our laboratory.   
 
Table 3:   Fixation frequencies for content words in an example question. 
 
      1.27         1.00  1.27         1.00 
Do the people who do not live and eat  
 
      2.52    1.00      1.33    1.00       1.33           
at your house have direct access from the 
 
  1.70                                     2.00           2.55 
outside or through a common hallway to a  
 
  2.77         2.70       2.25 
separate living quarter? 
 
 1.00     1.33    5.73              12.10   3.00 
Yes;  No;  Refused;  Don’t know 
 
Table 4:   Gaze durations for content words in an example question. 
 
      310         190   220           180 
Do the people who do not live and eat  
 
      500    240      290     200        220           
at your house have direct access from the 
 
  210                                     400             580 
outside or through a common hallway to a  
 
  760         490        650 
separate living quarter? 
 
 120     290     880              2600      530 
Yes;  No;  Refused;  Don’t know 
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Discussion:  “A Computer Tool to Improve Questionnaire Design” 
Theresa J. DeMaio 

U. S. Census Bureau 
  
The QUAID model is certainly a computational challenge, and interesting from the point of view of 
cognitive linguistics.  And from the perspective of a survey methodologist, it has the potential to be 
a useful diagnostic tool.  I’d like to focus my comments today on three aspects of the paper:  the 
choice of human experts for comparison of problem detection with the QUAID computer model, the 
results of the comparison with human experts, and the search for a new gold standard. 
 
Problem Detection by the Computer Model and Human Experts 
 
In developing the computer model, Graesser and his colleagues have defined the truth as the correct 
identification of problems by human experts.  In the results they report here, and in results they 
have reported in previous papers (Graesser, Kennedy, Wiemer-Hastings and Ottati, 1999; Graesser, 
Wiemer-Hastings, Wiemer-Hastings, and Kreuz, 2000), they compare the performance of the 
computer model in identifying questionnaire problems of specific types against the performance of 
human judgement.  Their judges had graduate degrees in a field that investigated the mechanisms of 
language, discourse, and/or cognition.  I think this would be a relevant criterion for the judges if the 
tool was for a purpose related to these disciplines.  But since this is a tool to be used by survey 
methodologists, it would be much more appropriate if the results of the computer model were 
compared to evaluations of the same questions by questionnaire design experts in the field of survey 
methodology, who have familiarity with and expertise in identifying problems with survey 
questions experienced by respondents.   
 
Their use of language experts makes an implicit assumption that the use of language in survey 
questions is the same as all other questions, and I think we know that this is not necessarily the case.  
“How many people live in your house or apartment?” may be interpreted differently when a survey 
interviewer talks to a recent illegal immigrant than when the immigrant is speaking to a friend or 
relative.  Perhaps the results of the comparison of the computer with language experts would be the 
same as a comparison with questionnaire design experts – I wouldn’t want to make predictions 
about the extent of any differences – but I would definitely feel more comfortable about the utility 
of QUAID as a diagnostic tool for surveys if I could see some data about how it compares to survey 
methodologists’ evaluations of survey questions. 
 
Results of the Comparison with Human Experts       
 
I view QUAID as a preliminary questionnaire design tool, one that would be useful in identifying 
major problems in draft questionnaires during the initial questionnaire development process.  As 
such, I don’t see it as a competitor to either verbal protocols from respondents during think-aloud 
interviews or coding of the interaction between respondents and interviewers during field 
interviews.  To my mind, its use would precede either of these two methods.  It is more similar to an 
expert review and cognitive appraisal methods.  So a questionnaire designer might want to make a 
choice between QUAID, expert reviews, or questionnaire appraisals (Lessler & Forsyth, 1996; 
Willis & Lessler, 1999) in the early stages of questionnaire development. 



 

 

 

51 
 

 
In this context, I was interested in the last column of Table 1, in which the authors note the problem 
likelihood, that is, the likelihood that each of the five problems of interest was identified in a 
question.  These scores ranged from .04 (which means that a problem of this kind was detected in 1 
out of 25 questions) to .10 (which means that a problem was detected in 1 out of 10 questions).  
Summed together, the problem likelihood that any of these five problems would be identified is .38, 
or 4 out of every ten questions.  This is an upper bound, since more than one of these problems 
could apply to a single question.  These scores seem very low to me.  The questions came from 11 
survey questionnaires conducted by the Census Bureau, and I’d like to think that Census Bureau 
surveys are this good, but I don’t really believe it. 
 
Research has been conducted on the expert review methodology and the questionnaire appraisal 
system, which I said I view as QUAID’s main competitors, and these methods identify a much 
higher percentage of questionnaire problems.  In 1991, Presser and Blair (1994) conducted 
experimental research in which expert reviews were conducted, along with other pretest methods.  
Two independent expert reviews were conducted on a 140-item questionnaire.  One of the expert 
reviews identified 182 problems, and the other identified 140 problems.  
 
More recently, Jennifer Rothgeb and her colleagues (Rothgeb, Willis, & Forsyth, 2001) presented a 
paper at AAPOR last month in which they compared expert reviews with questionnaire appraisals.  
For an 83-item questionnaire that was rated on a problem scale of 0 to 3, the expert review yielded a 
mean problem score of 1.55 (that is, items were found to be problematic half the time) and the 
questionnaire appraisal yielded a mean problem score of 2.93.  In other words, almost all the time, 
items were found to be problematic. 
 
None of these comparisons are exactly equivalent, but there is enough similarity in the objectives 
and methods that I would expect a higher problem yield from QUAID.  The greatest portion of the 
problems identified in both these research efforts dealt with question meaning, and four out of the 
five problems included in QUAID deal with question meaning as well.  One difference between the 
QUAID results and the other research is that survey experts conducted the expert  reviews and the 
questionnaire appraisals, while this was not the case for the gold standard for the QUAID 
evaluation.  Perhaps there is some unique expertise that questionnaire design experts bring to bear 
when evaluating survey questions that is different than the experience of  linguists. 
 
Since questionnaire appraisals and expert reviews identify more problems than cognitive interviews 
or behavior coding (Presser and Blair, 1994; Rothgeb et al, 2001), it seems that the knowledge of 
the survey experts leads them to identify potential problems that are not evidenced by respondents 
themselves.  This is the equivalent of the False Alarm rate calculated by Graesser and his coauthors.  
I am not bothered by that as much as I am by the relatively low problem likelihood.  I would urge 
them to focus their attempts to improve QUAID in that area.  My perspective on this comes from 
my view that this is a tool for the initial stages of questionnaire development.  Suspected problems 
that don’t turn out to be serious can be addressed, but serious problems that never get detected can 
jeopardize a data collection effort. 
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What Should the Gold Standard Be? 
 
Graesser and his colleagues have a question about what the gold standard should be for 
comparing the QUAID results against.  They think that judgements of experts in language, 
cognition and world knowledge are problematic because they are not stable across multiple 
experts. They also consider getting feedback from respondents, but find this to be lacking 
because their judgements can be “insensitive to problems that allegedly exist.”  So they are 
moving on to eye tracking as an objective measure of on-line comprehension processes.   
 
Eye tracking is an interesting notion.  Cleo Redline, one of my colleagues at the Census Bureau, 
is investigating its use as a vehicle to evaluate visually administered instruments, and she also 
recently presented a paper at AAPOR (Redline and Lankford, 2001).  Her research to date has 
focused on skip instructions on paper questionnaires, and she is planning to expand to studies of 
response to automated questionnaires and websites.  Her concentration is on navigational issues, 
and keeping track of respondents’ eye movements as they find their way through a questionnaire 
or a website makes intuitive sense. 
 
I wonder, however,  whether this technique can really be an objective measure of 
comprehension, as Graesser asserts.  It seems to me that a big assumption must be made to state 
that multiple fixations on a word is an indicator of comprehension difficulty.  That might be the 
case, of course, but it also could be that the respondent is absorbing the content of the major 
concepts of the question without difficulty. Furthermore, if the objective of this gold standard is 
to spot problems of the five types that QUAID can reliably detect, it is not clear how the eye 
tracking methodology can achieve this.  I think some demonstration of the validity of this 
criterion measure is necessary before it is used in this way.   
 
My view is that, since the stated objective of QUAID is to be “a computer tool that assists survey 
methodologists who want to improve the wording, syntax, and semantics of questions on surveys 
and questionnaires,” the perspective of the survey methodologist is a logical place to start in 
assessing how well the computer tool works in terms of meeting its objective.  QUAID would be 
useful if it could provide an easy, automated means for providing the same types of information 
about questionnaire problems that can already be obtained with a lot more effort through other 
means.  There are probably other ways to look at the issue, and I would be open to other 
standards if they could improve on the information that is already available, but from my 
perspective that is the minimum standard that would make QUAID a viable method for testing 
survey questions.  
 
In conclusion, I would encourage the authors to continue their development of the QUAID 
program and make it into a useful tool for questionnaire designers. 
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ABSTRACT 

Social interface theory has widespread influence in the field of human-computer interaction. The 
basic thesis is that humanizing cues in a computer interface can engender responses from users 
similar to human-human interaction. In contrast, the survey interviewing literature suggests that 
computer administration of surveys on highly sensitive topics reduces or eliminates social 
desirability effects, even when such humanizing features as voice are used. 
In attempting to reconcile these apparently contradictory findings, we varied features of the 
interface in a Web survey (n=3047). In one treatment, we presented an image of 1) a male 
researcher, 2) a female researcher, or 3) the study logo at several points. In another, we varied 
the extent of personal feedback provided. We find little support for the social interface 
hypothesis. We describe our study and discuss possible reasons for the contradictory evidence on 
social interfaces. 

Keywords 
Social interfaces, Web surveys, social desirability 

 
INTRODUCTION 
Social interface theory [8][11][21] appears to be generating much interest in the world of human-
computer interaction.  Much of the support for this perspective comes from laboratory-based 
studies. 
A growing number of laboratory experiments suggest that relatively subtle cues (such as 
“gendered” text or simple inanimate line drawings of a face) in a computer interface can evoke 
reactions similar to those produced by a human, including social desirability effects. Nass, Moon 
and Green [17], for example, conclude that the tendency to stereotype by gender can be triggered 
by such minimal cues as the voice on a computer. Based on the results of a series of experiments 
that varied a number of cues in computer tutoring and other tasks, Nass and colleagues 
[9][16][17][18] argue that computer interfaces (even the words used in a text-based tutoring task) 
can engender reactions from subjects similar to those evoked by interactions with other people. 
Their central thesis is that people treat computers as social actors not as inanimate tools (see also 
[3]). 
Additional support for the hypothesis that a computer interface can function as a virtual human 
presence comes from a study by Walker, Sproull, and Subramani [27]. They administered 
questionnaires to people using either a text display or one of two talking-face displays to ask the 
questions. Those interacting with a talking-face display spent more time, made fewer mistakes, 
and wrote more comments than did people interacting with the text display. However, people 
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who interacted with the more expressive face liked the face and the experience less than those 
who interacted with the less expressive face. In a subsequent experiment, Sproull and colleagues 
[23] varied the expression of a talking face on a computer-administered career counseling 
interview; one face was stern, the other more pleasant. The faces were computer-generated 
images with animated mouths. They found that: “People respond to a talking-face display 
differently than to a text display. They attribute some personality attributes to the faces 
differently than to a text display. They report themselves to be more aroused (less relaxed, less 
confident). They present themselves in a more positive light to the talking-face displays.” (p. 
116) (see also [20]). 
If the social interface theory is correct, it has important implications for the survey research 
industry for several reasons: 1) There is an increasing trend toward the use of computer-assisted 
interviewing, and especially the use of the World Wide Web, for administration of surveys 
[4][5]. 2) More and more surveys include sensitive questions (on sexual behavior, drug use, etc.), 
raising concerns about social desirability effects and interviewer influences. 3) Concomitant with 
the above, there is an increasing move towards the using of computer-assisted self-interviewing 
(CASI) methods, whereby the respondent interacts directly with the computer to answer 
questions. The most recent manifestation of this trend is the development of audio-CASI, in 
which the respondent listens to the questions read over headphones using a digitized voice, and 
enters the responses into the computer. A number of studies have compared CASI and audio-
CASI to alternative approaches in field-based experiments. The general finding is that CASI 
methods (including audio-CASI) reduce social desirability distortions (i.e., increase reporting of 
sensitive information) over both interviewer-administered and paper-based self-administered 
methods [24]. Some have gone so far as to argue that voice does not matter when asking 
questions about sexual behavior (e.g., [25][26]), although these claims have not been empirically 
verified. 
These results appear to contradict the findings of the social interface researchers. If subtle 
humanizing cues do indeed influence the behavior of computer users, we would fully expect the 
gender of the voice to affect the answers given to survey questions on topics such as gender 
attitudes and sexual behavior. Given the increasing use of multimedia tools on the Web, the 
addition of a variety of humanizing visual and/or aural cues, as is possible in Web surveys, may 
negate or at least mitigate the beneficial effects of self-administration, especially for items of a 
sensitive nature. It is thus important to explore the apparent contradiction between the social 
interface and survey methods work, and attempt to bring these two strands of research together. 
There are several differences between the two literatures that could account for the discrepant 
results. For one, virtually all of the social interface research has been conducted in laboratory 
settings with students as volunteer subjects. In contrast, the survey-based findings are from 
probability samples of broader populations (e.g., teenage males, women 15-44, adult U.S. 
population). In the former, the number of subjects is typically measured in tens or scores while, 
in the latter, sample sizes go up to the thousands. The measurement settings also differ 
considerably. The social interface work is typically done in a laboratory setting, free from 
distractions and with privacy ensured. Most of the CASI surveys are conducted in the 
respondent’s home with an interviewer present, and sometimes with other family members home 
at the time. The perceived threat from disclosure varies greatly across the two settings. The more 
sterile,  controlled  environment  of  the  laboratory  may  well  focus  subjects’  attention  on  the 
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experimental manipulation more than in an uncontrolled real-world setting with many potential 
distractors and less expectation of experimental manipulation. Furthermore, the measurement 
devices differ considerably between the two approaches. The social interface experiments often 
use subjects’ performance on a computer task as the dependent measure. When questionnaire 
measures are used, they are typically self-reports of social desirability or impression 
management. The findings from the survey world are based on overt measures of highly 
sensitive behaviors (e.g., abortions, number of sex partners, engagement in high risk sexual 
behaviors, illicit drug use, etc.). 
We obviously cannot address all these issues and resolve the controversy in a single study. We 
are engaged in a program of research to explore the issue of the effect of interface design and 
social interface features on survey responses. Work currently underway involves experiments on 
the effect of virtual interviewers (talking heads) on racial attitudes, manipulation of voice 
(male/female) in audio-CASI surveys, manipulation of privacy effects on self-disclosure in text-
CASI versus audio-CASI surveys, and the effect of interface features on social desirability 
distortions in Web and interactive voice response (IVR) surveys.  In this paper we report on the 
Web survey experiment we conducted as part of this broader research agenda. 

METHODS 
We carried out two studies that examined the impact of characteristics of the interface on the 
responses obtained in a Web survey. Our first study compared six versions of a Web survey 
administered to 202 participants in a Web panel maintained by the Gallup Organization. The 
second study compared the same six versions of the survey in a much larger sample of Web 
users purchased from a commercial vendor, Survey Sampling, Inc. (SSI). Given that the design 
of the survey was identical across versions, and the findings were very similar, we focus on the 
larger sample from SSI here. 

Experimental Manipulation 
The different versions of the Web questionnaire differed along two dimensions--the degree that 
the program presented personalizing cues and the degree that it seemed to interact with the 
respondent. At several points in the questionnaire, the personalized versions of the questionnaire 
displayed a picture of one of the male researchers, or one of the female researchers.  A 
comparison version of the questionnaire presented the logo for the study, instead of the 
investigators’ picture. Along with the pictures, the program displayed relevant statements from 
the investigator: “Hi! My name is Roger Tourangeau. I’m one of the investigators on this 
project. Thanks for taking part in my study.” The high interaction versions of the questionnaire 
used the first person in introductions and transitional phrases (e.g., “Thanks, [name]. Now I’d 
like to ask you a few questions about the roles of men and women”) and occasionally echoed 
back to the respondents their earlier answers (“According to your responses, you exercise once 
daily ...”). The low interaction versions used more impersonal language (“The next series of 
questions is about the roles of men and women”) and gave less tailored feedback (“Thank you 
for this information”).  Examples of these designs are shown in Figures 1-3 below. 
This resulted in a 3×2 experiment, fully crossing the two dimensions of social presence we 
manipulated. We randomly assigned respondents to one of the six cells in the design, as shown 
in Table 1. 
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Figure 1: Logo and Personal Feedback 

 

Figure 2: "Male" Interface and Personal Feedback 

 

Figure 3: "Female" Interface 
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Questionnaire 
The survey questionnaire contained the following types of items: 
• Gender attitudes: 8 items from Kane & Macauley’s [10] study regarding the roles of men 

and women (e.g., Thinking about men as a group, do you think men have too much 
influence, about the right amount of influence, or too little influence in society?). 

• Socially undesirable behaviors: 5 items on drinking and illicit drug use, 3 less-sensitive 
items on diet and exercise. 

• Socially desirable behaviors: items on voting and church attendance. 
• Self-reported social desirability: 16 items from the Marlowe-Crowne Social Desirability 

(SD) Scale [6] and the 20-item Impression Management (IM) scale from the Balanced 
Inventory of Desirable Responding (BIDR)[20]. 

• Trust: 3 items on trust (e.g., Most people can be trusted). 
• Debriefing questions: 9 items to assess social presence and evaluate the interview 

experience (e.g., How much was this interview like an ordinary conversation? How much 
was it like dealing with a machine?). 

• Demographic questions. 
We included the gender attitude items to see whether our attempt to personalize the interface 
produced “deference” effects paralleling the gender-of-interviewer effects with actual 
interviewers – that is, more pro-feminist responses with the “female” than with the “male” 
interface. The items on diet, exercise, drinking, drug use, voting, and attendance at church were 
all included to test the hypothesis that humanizing the interface (both by personalizing it and by 
making it more interactive) would increase the number of socially desirable responses and 
decrease the number of socially undesirable responses. The SD and IM items have been used for 
similar purposes (to measure socially desirable responding) in the work by Nass and colleagues, 
and we included them in our studies for the sake of comparability. We included the trust items to 
see whether the impact of the experimental variables was greater among those low in trust (as 
found by Aquilino and LoSciuto [1]). The demographic items were included as a check on the 
randomization and to assess subgroup differences. On average, the questionnaire took about 15 
minutes to complete. 

Hypotheses 
Consistent with the social interface theory, our hypotheses were that increasing the social nature 
of the Web survey interaction, whether by personalization or interaction, would yield: 1) higher 
self-reports of social desirability and impression management, and 2) lower reports of socially 
undesirable behaviors (drug use, drinking, fat consumption) and higher reports for socially 
desirable behaviors (church attendance, voting, exercise). We also hypothesized that the “male” 
interface would elicit less positive attitudes toward women, while the “female” interface would 
yield more positive attitudes, with the neutral logo occupying a middle position. 

Sample Design and Implementation 
The frame for the SSI sample consists of more than seven million e-mail addresses of Web users. 
SSI has compiled this list from various sources; in each case, visitors to specific Web sites 
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agreed to receive messages on a topic of interest. SSI selected a sample of 15,000 e-mail 
addresses and sent out an initial e-mail invitation to take part in “a study of attitudes and 
lifestyles.” The e-mail invitation included the URL of the Web site where our survey resided and 
a PIN number (which prevented respondents from completing the questionnaire more than once). 
After ten days, SSI sent a second reminder e-mail to sample persons who had not yet completed 
the survey. A total of 3,047 sample members completed the questionnaire, for a response rate of 
approximately 20%. (Less than 1% of the e-mails bounced back as invalid addresses.) Another 
434 persons (3% of the sample) began the survey but broke off without finishing it. We focus 
here on the respondents who completed the survey. The number of completed cases per cell is 
shown in Table 1. 
 

Table 1. Number of Subjects per Cell 
Personalizing 
Cues 

Interaction  

 Low High Total 

Logo 492 502 994 

Male picture 529 529 1058 

Female picture 501 492 993 

Total 1522 1523 3047 

 
The number of cases we obtained far exceed that for most of the experimental studies on social 
interfaces (typically 10-20 subjects per cell). Statistical power to detect effects of the 
manipulations should not be a problem in our study. Furthermore, the respondents to our survey 
represent a much more diverse group than is typically found in laboratory-based experiments. 

ANALYSIS AND RESULTS 
We created a number of scales for the key measures in our study. For the social desirability scale 
we assigned a score of 1 to every answer that represented socially desirable responding, and a 0 
to every response that did not. This yielded a scale with a range of 0 to 16, with a high score 
indicating a greater tendency towards socially desirable responding. We used the same strategy 
for the impression management scale, creating a summary score ranging from 0 to 20, again with 
a high score indicating greater impression management. For the gender attitude items, we created 
a scale that combined responses across the eight items, by scoring responses to each item in a 
consistent direction and then summing across the items. The resultant scale ranged from 8 to 24, 
with a high score indicating pro-feminist or more egalitarian attitudes. Similarly, we created an 
index to combine answers to a number of the sensitive questions. Our index was the number of 
embarrassing answers given in response to those questions; the index varied from 0 to 7. 
Respondents got a point each if they reported they consumed more dietary fat than the average 
person, were 20 pounds or more over their ideal weight, drank alcohol almost every day (or more 
often), had smoked marijuana, had used cocaine, did not vote in the last election, and did not 
attend church in the last week. 
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The results for each of these scales by each of the two experimental conditions are presented in 
Table 2. None of the effects reach statistical significance (p>.10) with the exception of the effect 
of personalization on gender attitudes, to which we return later. To perform a stronger test of the 
social interface hypothesis, we combined the two experimental conditions, and contrasted the 
high social interface group (high interaction, and male/female picture) with the low social 
interface group (low interaction, logo). The differences in means again do not approach 
statistical significance. We tried a variety of alternative specifications, including control 
variables, and interaction terms, but the findings essentially remain the same. 
 

Table 2. Scale Means by Condition (Standard Errors in Parentheses) 
 Social 

Desirability 
Impression 

Management 
Gender 

Attitudes 
Sensitive 

Admissions 
Interaction 
Low interaction  
High interaction 

n.s. 
7.87 (0.14) 
7.83 (0.10) 

n.s. 
8.84 (0.19) 
8.91 (0.13) 

n.s. 
18.25 (0.16) 
17.98 (0.11) 

n.s. 
3.27 (0.07) 
3.30 (0.05) 

Personalization 
Logo 
Male Picture 
Female Picture 

n.s. 
7.95 (0.10) 
7.77 (0.09) 
7.85 (0.09) 

n.s. 
8.87 (0.13) 
8.73 (0.13) 
8.84 (0.13) 

p<.05 
18.09 (0.12) 
17.77 (0.11) 
18.19 (0.11) 

n.s. 
3.27 (0.05) 
3.21 (0.05) 
3.31 (0.05) 

 
 

Table 3. Percentages on Behavior Variables by Condition 
 % Used 

Cocaine in 
Lifetime 

% Smoked 
Marijuana in 

Last Year 

% Drink 
Daily or 

Almost Daily

% Attended 
Church Last 

Week 

% Voted in  
Last Election 

Interaction 
Low interaction  
High interaction 

n.s. 
14.2 
15.3 

n.s. 
10.7 
10.2 

n.s. 
7.8 
7.7 

n.s. 
23.3 
25.7 

n.s. 
53.2 
52.2 

Personalization 
Logo 
Male Picture 
Female Picture 

n.s. 
15.4 
14.7 
14.2 

n.s. 
10.8 
  9.9 
10.5 

n.s. 
7.4 
8.0 
7.7 

n.s. 
23.2 
24.3 
26.1 

p<.05 
52.8 
55.3 
49.7 

 
There were a few scattered findings for some of the individual sensitive items. We include a few 
examples of both socially undesirable and socially desirable behaviors in Table 3. For reports 
about voting, the personalization variable had a significant impact (Χ2=6.35, df=2, p <.05). 
Contrary to expectation, the respondents who got the female picture were least likely to say they 
had voted in the most recent election, while those who got the male picture were most likely to 
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say they had voted. In general, though, neither the level of personalization nor the level of 
interaction had much effect on reports about sensitive topics.  
The only expected effect that found support in our data was related to gender attitudes (see Table 
2). We expected respondents of both sexes to report the most pro-feminist attitudes when the 
program displayed pictures and messages from the female investigator and the least pro-feminist 
attitudes when the program displayed the pictures and messages from the male investigator. We 
expected the group who got the survey logo to fall in between the other two. This pattern was 
apparent, and reached statistical significance (F=5.52, df=1,3028, p<.05). 
One explanation for the significant gender effect could relate to the “mere presence” hypothesis 
from studies of prejudice.  Research on race-of-interviewer effects [7][9] has found that racial 
stereotypes can be “primed” simply by presenting an image of the target group.  This view is an 
alternative to the “racial deference” or “polite stranger” hypotheses [2][22] which suggest that 
people avoid articulating negative stereotypes in the presence of another person, particularly a 
member of the target group, out of politeness.  This latter view is more akin to the social 
presence model.  The fact that the female picture elicits the most pro-feminist attitudes, and the 
male picture the least, with the logo occupying a middle position, may suggest support for the 
“mere presence” theory of stereotypes, rather than for a social presence interpretation. This 
obviously deserves further research attention. 

DISCUSSION AND CONCLUSIONS 
Our results were much weaker than the ones reported by Nass, Sproull, or their colleagues. We 
were puzzled by the discrepancy. We included some of the same measures used in the past work 
(e.g., the BIDR), and our sample sizes were much larger than in the earlier studies. Several 
explanations may account for the discrepancy. One could argue that our experimental 
manipulations were not sufficiently blatant to generate this hypothesized effect. We believe our 
manipulations to be at least as obvious as many of the social interface research studies which 
often use very subtle cues, such as a label on a computer monitor [14] or the shape of a mouth on 
a computer-displayed face [23] (see also [11][19]). Another explanation may relate to the use of 
college students in the experimental studies. In our study we had sufficient sample size to control 
for several variables--whether the respondent was currently a student, age, prior survey 
experience, and level of trust--that we though might interact with the experimental variables and 
explain why our results differ from those of the earlier studies. For example, we tested the 
hypotheses that students are more sensitive to the characteristics of the interface and that 
respondents with prior experience with Web surveys would be less sensitive to them. None of 
these hypotheses received much support--we did not find any significant interactions between 
these individual differences variables and the experimental variables on the reporting of sensitive 
information or gender attitudes. 
 
Another possible explanation, which we could not test, is that the demand characteristics of 
laboratory-based experimented yield results that are not replicated in distraction-filled field-
based surveys. In the experimental work, undergraduate students (often in psychology classes) 
typically are recruited for an experiment. They are aware of being in an experiment, and may be 
alert to any cues that might help them figure out the experimental manipulation. In contrast, 
survey respondents are typically unaware of being in an experiment, and believe the ostensible 
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reason for the survey is to elicit their views on particular topics. These differences may account 
for the failure of the social interface theory to replicate beyond the laboratory. 
Given the influence of the social interface perspective in human-computer interaction (HCI) 
research and interface design, it is important to understand whether and how the findings from 
this work translate to the real-world experiences of those who interact with computers. In one 
such application (a Web survey) we appear to find little support for the social interface 
hypothesis. 
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Comments on “Social Presence in Web Surveys” by Mick Couper, Roger Tourangeau & 
Darby Steiger. 

 
Frederick Conrad 

Bureau of Labor Statistics 
 
The paper by Mick Couper, Roger Tourangeau, and Darby Steiger presents exactly the 
kind of foundational work required to understand the consequences of moving to web 
surveys. Although this move is inevitable – web-based questionnaires will eventually be 
a common, if not the predominant, method for collecting Federal survey data – the 
differences between the web and other media are only just beginning to be identified and 
studied.   
 
The web is actually similar to many other media but not the same as any of them.  For 
example, it is similar to paper.  The primary content is (still) presented in documents – 
hence the page metaphor.  But it is different from paper in several ways, the most obvious 
being that the content in a web document is hyperlinked, making the document 
interactive. Web pages are similar to software in that users interact with both by clicking 
and typing; yet they are different in the sense that web pages are essentially static files 
(embedded JavaScript not withstanding).  The web resembles television: the content is 
sometimes partitioned into channels but the two media are different in the sense that web 
content is mostly text and graphics but not video and is available on demand while TV 
content is made available at prescribed times. And so on. 
 
The point is that it is natural to apply what is already known about a similar seeming 
medium when  adapting a task to web administration.  Web surveys are a case in point.  
The 1999 book by Dillman, Mail and Internet Surveys is an update of his 1978 book Mail 
and Telephone Surveys, reflecting the fundamental similarities between paper and web-
based questionnaires.  In contrast, the Couper et al. study explores one of the novel 
aspects of the medium – for which I applaud the authors – namely, the interactive 
character of web surveys.  In particular, the authors ask whether the interactivity of web 
surveys produces social presence effects – the tendency for respondents to behave as if 
the survey instrument was animate or administered by an interviewer.  Social presence 
effects have been demonstrated in other interactive media by researchers such as Reeves 
and Nass and their colleagues.  If web surveys do produce social presence effects then 
these must be reconciled with the increased sense of privacy that is apparently produced 
by self-administration – including self-administration of computerized survey instruments 
such as CASI and ACASI.  In general, self-administration leads to what seems to be more 
honest reporting of sensitive behaviors (e.g. Turner, Forsyth, O’Reilly, Cooley, Smith, 
Rogers, & Miller, 1998;  Tourangeau & Smith,1996; Schaeffer, 2000). 
 
In fact, Couper, et al. report no social presence effects in their two experiments on self-
administered web-based surveys.  This is potentially good news for researchers hoping to 
reap the benefits of self-administration on the web.  After all, if the celebrated advantages 
of CASI and ACASI were to disappear when a remote computer is involved, then the 
move to web surveys would be a giant step backward, at least for collecting sensitive 
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information.  The problem is that Couper et al. report no effect, not the disappearance of 
an effect under a particular experimental manipulation.  So it is hard to interpret what is 
essentially a null result (albeit with a good sample and adequate power1).  It could be that 
a different experimental manipulation would produce evidence of social presence.  
Alternatively, it could be that the experimental groups actually exhibit evidence of social 
presence but this is undetectable without a comparison group.  Yet another possibility is 
that Couper et al. found no evidence of social presence in their experiments because such 
effects are confined to laboratory studies involving special tasks.  I will take up each of 
these possibilities in turn. 
 
Social presence effects may be restricted to situations in which the user (or respondent) is 
particularly aware of the agent-like character of the computer (or other medium) and it 
could be that Couper et al. did not sufficiently create this awareness among their 
respondents.  The authors dismiss this kind of explanation because Reeves & Nass (1996) 
report many effects based on subtle manipulations such as those involving stick figures or 
gender of computer voices. But I think this kind of explanation may still apply because 
Reeves & Nass and their colleagues sometimes go to great lengths to make these 
manipulations effective.  In a well known study by Nass, Moon & Carney (1999) 
(reported in the Reeves & Nass, 1996 book) users rated a computer’s performance on a 
tutoring task more favorably and homogeneously when they registered their ratings using 
the same computer they were evaluating than when they used another computer or a 
paper questionnaire – as if they were being polite to the computer while interacting with 
it.  During the tutoring task, the computer presented a series of facts to users; after 
reading each fact, users rated how much they knew about that fact. Users were led to 
believe that the more they knew about a fact, the fewer related facts they would be 
presented (in fact all users were presented the same facts).  According to Nass et al. 
(1999, p. 1098) the goal was to “ensure that subjects felt they were interacting with the 
computer rather than simply being passive readers.”   
 
It could be that what Couper et al. did to increase the sense of interactivity in their 
experiments, namely to fill the user’s name and content of earlier responses into the 
questions, did not give individual respondents the sense that the computer was designing 
its interaction specifically for them. Computerized questionnaires are, in fact, highly 
interactive in the sense that the particular set of questions asked of any one respondent 
depends on previous answers and may be unique. Perhaps if this tailoring of question 
choice and sequence were made more explicit it would lead to more evidence of social 
presence.  
 
Although Couper et al. did not detect differences in socially desirable responding among 
the various groups in their experiments, this does not necessarily mean there were no 
such effects. It just means that any effects were the same for all four groups. The fact that 
all of the groups completed the questionnaire on a remote computer could increase 

                                                           
1In fact, the scientifically constructed samples in the Couper et al. paper are a major advance over the 
convenience samples used in laboratory studies which report social presence effects, such as those of 
Reeves & Nass, 1996 and others. 
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socially desirable responding for all of them.  Moon (1998) found more impression 
management and socially desirable responding (using the same scales2 as Couper at al.) 
when the host computer appeared to very remote (3000 miles away) than when it 
appeared to be nearby (a few miles away) or a standalone machine.   Respondents in the 
Couper at al. study surely perceived the server to be remote which may have led to 
greater impression management and socially desirable responding in all versions of the 
questionnaire than would have been observed in corresponding instruments administered 
on standalone computers. Thus an additional control condition in which it is clear to 
respondents that there is no network connectivity could help tease this apart.  If the 
“unwired” groups scored lower on Impression management and socially desirable 
responding than their “wired’ counterparts, this explanation would seem to hold. 
 
Of course, it is possible that Couper et al. detected no evidence of social presence 
because there really is none.  By this view, the kind of effects that fill the Reeves & Nass 
(1996) book are confined to laboratory studies in which convenience samples of subjects 
carry out special set-up tasks unlikely to occur under ordinary conditions of survey 
administration.  I think this is partly right but that there is something to the Reeves & 
Nass (1996) kind of finding.  One way to reconcile social presence effects in the 
laboratory with their absence in the current research is to acknowledge that people are 
ordinarily sensitive to the agent-like character of computers and in some ways treat them 
like people (e.g. pleading with computers not to crash before a save command is 
completed). But people know the difference between computers and people and under 
circumstances where this difference matters – such as reporting sensitive material – the 
inanimacy and privacy of the medium outweighs its social character. When web survey 
respondents report about sensitive topics they suspend the perception of the computer as 
a social agent. 
 
Clearly this work has important implications for collecting information on sensitive 
topics but does that limit its usefulness for Federal statistical agencies?  My sense was 
that Federal surveys overwhelmingly concern mundane facts and behaviors about which 
respondents are unlikely to be sensitive.  However, if one steps through the “A to Z” 
topic index on the FedStats web site, many of these topics are potentially sensitive (see 
Table 1). Furthermore, self-presentation concerns may be more relevant for reporting 
mundane behaviors than is typically assumed.  In a recent study we (Conrad & Schober, 
1999) report that for mundane concepts like “more than one job,” “household furniture,” 
and “live in this house,” respondents were more likely to request clarification from a 
computer than from an interviewer.  In part this may be because it is easier to click a 
mouse on highlighted text than to formulate and utter a question.  But it may also reflect 
less shame in indicating confusion about everyday concepts to a computer than to an 
                                                           
2Self-reports of impression management and socially desirable responding are tricky.  If someone tells you 
they are unlikely to be honest under the very circumstances in which they are telling this to you, it’s hard to 
know if they are currently being honest.  For that matter, if they tell you they are likely to be honest under 
particular circumstances, they could be indicating this for reasons of impression management or social 
desirability. For current purposes, I accept the validity of these measures, but believe their use deserves 
additional scrutiny in the future. 
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interviewer.  This was a small scale laboratory study and it’s not clear whether the results 
will scale up to large web-based surveys. But the lack of social presence effects in the 
Couper at al. research bodes well for the benefit of computerized self-administration of 
both mundane and sensitive questions when asked in web surveys. 
 

Table 1. Potentially sensitive topics and Federal agencies that collect information on 
those topics. 

 
Topic Agency 
Abortion NCHS 
AIDS and STDs NCHS 
Crime victimization BJS, OJJDP 
Criminal offenses BJS, OJJDP 
Divorce NCHS 
Drug abuse SAMHSA 
Educational 
Assessment 

NCES 

Immigration status INS 
Income BLS, Census 
Job loss BLS 
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Discussion of paper: Social Presence in Web Surveys 
by Roger Tourangeau, Mick P. Cooper, and Darby M. Steiger 

 
David Mingay, Statistical Research Division, U.S. Census Bureau, 

Washington, DC 20233-9100.  david.j.mingay@census.gov 
 
BACKGROUND 
The research presented in this paper is just a small part of an important and innovative 
series of experiments that Tourangeau and Couper are conducting under their NSF grant.  
These projects should significantly expand our knowledge of how interface design affects 
survey responding.  Knowing which design features have positive and negative effects on 
data quality should help Web designers to design survey instruments that collect high 
quality data and help those using the data to assess its quality.  The paper follows the 
Cognitive Aspects of Survey Methods (CASM) tradition of taking a theory that was 
developed in a different domain and testing predictions derived from it when applied to a 
survey setting.   
 
Web technology provides a substantial opportunity to add a variety of visual features to 
the survey instrument, including features that make the survey feel more personal.  We 
know little about which features are helpful, harmful, or neutral in their effect on data 
quality.  On the one hand, adding certain visual features to the Web questionnaire, 
including personalization features, may be helpful.  Respondents may perceive the survey 
as being more interesting, make greater effort to answer the questions accurately, and be 
less likely to break off the interview.  Those who do not complete the interview in a 
single setting may be more likely to complete it later. 
 
But there can be disadvantages with adding visual features.  For example, visual images 
take time to download, and the added time may frustrate the respondent—particularly if 
they have a 14K, 28K, or even 56K modem.  Interactive features may require the 
respondent to have Flash or other software installed on their computer, which many 
people do not have.  And adding features often introduces visual clutter and may distract 
the respondent from answering the questions in a considered manner.  Most importantly, 
some features can affect the interpretation of questions or cause other response problems 
(Couper, in press).   
 
A recent study of Web TV panel members conducted by the authors illustrates the last 
point (Kenyon, Couper, and Tourangeau, 2001).  They looked at a feature that is being 
used in some commercial Internet surveys, namely pictures that illustrate the topic of the 
questions.  Questions about the frequency with which panel members engaged in six 
activities (e.g., overnight trips in the last year) were accompanied by either no picture, a 
picture showing an example of one way of doing the activity (e.g., a businessman at an 
airport), a picture showing an example of a different way (e.g., a family in a station 
wagon), or both pictures.  Nineteen of the 54 two-way comparisons showed statistically 
significant differences (p<.10).  Most notably, on all six comparisons between the two 
pictures illustrating an activity, one picture resulted in a significantly higher reported 
frequency for the activity than the other picture.  In addition, asking the same question 
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with no picture versus one picture produced statistically significant mean scores in six of 
the twelve comparisons.  These results suggest that the visual material accompanying a 
question can elicit different responses to that question.   
 
In the paper presented in this volume, Tourangeau and Couper looked at two other types 
of features that are commonly found on questionnaires administered on the World Wide 
Web to see if they resulted in a more socially desirable response to questions.  The 
features selected allowed the testing of predictions derived from social interface theory.  
This theory suggests that when the interaction with the computer has some of the features 
of an interaction with a human, responses similar to those elicited in a human-to-human 
interaction are obtained (Kiesler and Sproull, 1977).  In contrast, the survey research 
literature suggests that computer-administration of surveys on highly sensitive topics 
reduces or eliminates the social desirability effects found with human administration of 
questions even when such humanizing features as a voice are used.  This study explored 
the apparent contradiction between the social interface and survey methods findings.   
 
Two characteristics of interactions were manipulated, personalization and interaction.  
The level of personalization was varied by presenting a study logo or an image of a male 
or female researcher along with text of relevant statements from the researcher.  The level 
of interactivity was varied by changing the language used.  For example, the high 
interaction version used the first person in introductions and transitional phrases and 
occasionally echoed back one of the respondent’s earlier answers.  Two Web surveys 
with identical designs were conducted.  One survey was completed by 202 members of a 
Gallup Organization Web panel and the other by 3047 members of a sample of Web 
users purchased from Survey Sampling, Inc. (SSI).   
 
RESULTS 
Noting that the smaller study had very similar findings, the authors only report the results 
of the larger study.  Only one finding that offers some limited support for social interface 
theory is reported.  Respondents of both sexes showed the most pro-feminist attitudes 
when the program displayed pictures and messages from the female investigator and the 
least pro-feminist attitudes when the pictures and messages were from the male 
investigator, with the attitudes reported by the group getting the survey logo falling 
between the two.  Very few of the numerous other predicted interactions were observed 
(Tables 2 and 3 shows 16 of the results) and one—the effect of personalization on reports 
of having voted in the last election—was in the opposite direction to that predicted by 
social interface theory.  Thus, neither level of personalization nor level of interaction 
demonstrably affected reports about sensitive topics.  This is consistent with the survey 
literature, but not with social interface theory.   
 
DISCUSSION 
Why were the results predicted by social interface theory not found in the two surveys?  
The authors appear to favor the idea that the sterile, controlled environment of the 
laboratory in social interface studies focuses subjects’ attention on the experimental 
manipulation.  In contrast, their two Web surveys involved a much more uncontrolled 
real world setting with many potential distracters.   
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I would suggest that respondents’ lack of attention to the experimental manipulation 
might also be due to low involvement in the surveys.  Tentative evidence for low 
involvement is provided by the fairly poor response rate: only 20% of people in the SSI 
panel who received an email invitation to participate and one email reminder did so.  In 
addition, 12.5% of those starting the interview failed to complete it.   
 
Uncontrolled real world settings with many potential distracters are intrinsic to Web 
surveys (Couper, in press) and respondent uninvolvement seems likely to be true for 
most, but not all, Web surveys.  This suggests that these results may apply to other Web 
surveys as well.  Several staff at commercial Web survey organizations have told me that 
their panel members often sign up to be on several other panels and receive numerous 
invitations to take surveys.  They often chose to answer a questionnaire to be entered in a 
drawing for a prize or to get a small fee and want to finish as quickly as possible.  In the 
terms of the Krosnick and Alwin (1980) model of survey responding, most respondents 
probably show considerable satisficing behavior.  In addition, the experience of taking 
numerous prior surveys may affect how panel members respond to survey questions—
perhaps making them less attentive to subtle cues, for example.   
 
Of course, interactivity and personalization may commonly affect reporting, but the 
design of this study prevented the effects from being observed.  The authors point out that 
with 3047 people completing the questionnaire in the second study, there was ample 
statistical power.  However, the use of the first person and transitional phrases seems a 
relatively weak way to increase interactivity (although many of the manipulations used 
successfully in social interface research appear even more subtle).  Other procedures 
might have resulted in more socially desirable responding in the high interactivity and/or 
personalization conditions.   
 
I have some concern about using the method of echoing back certain answers (e.g., 
“According to your responses, you exercise once daily”) to increase the level of 
interactivity.  While that does increase the interactivity of the interview, it also conveys 
other information to the respondent--for example, that the answers are particularly 
important.  Respondents may then feel more pressure to answer accurately and may show 
fewer tendencies to bias their answers in a socially desirable manner.  Thus it is possible 
that providing feedback as one of the interactive features may have somewhat reduced 
the effectiveness of the high interactive version of the interview for increasing social 
desirability biases.   
 
There is also some evidence that the results of this research may not be entirely reliable 
or generalizable.  In a recently completed third study that was mentioned in the talk, high 
interactivity and personalization was associated with more socially desirable reporting in 
a number of instances.   
 
However, the findings are consistent with other evidence that computer-administration 
reduces social desirability effects even when there is quite a strong degree of 
personalization.  For example, methodological research by RTI using telephone audio 
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computer-assisted self-interviewing (T-ACASI) and interactive voice response (IVR) 
administration methods for federal drug surveys found high levels of reporting of 
sensitive information despite the significant level of personalization associated with using 
a voice to administer the questions (Turner et al., 1998).   
 
CONCLUSIONS 
This well-designed study addresses the important issue of whether greater personalization 
and interactivity in a Web survey increases social desirability effects in reporting.  There 
was little evidence for this although an additional study that was mentioned in the talk 
provides somewhat contradictory findings. Several other studies being conducted as part 
of this NSF-funded project address related issues.  Taken together, these studies should 
provide considerable insight into whether, as is postulated by social interface theory, 
humanizing cues in a computer interface can evoke reactions similar to those produced 
by a human, such as social desirability response effects, and, perhaps, under what 
conditions the effects are produced.   
 
A particularly noteworthy feature of the research is that it investigated two important 
dimensions of surveys that have been neglected by researchers.  Web survey designers 
often use personalization, interactivity, and other features in their surveys, believing that 
they may increase the respondent’s involvement in the questionnaire, and thus improve 
reporting accuracy and reduce breakoffs.  Research of this type is very important for 
determining whether introducing such features improves, harms, or does not affect the 
quality of the survey data. 
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Jackknifing in The Fay-Herriot Model
with An Example

Jiming Jiang, P. Lahiri, Shu-Mei Wan, Chien-Hua Wu

Abstract

The paper reviews empirical best linear prediction (EBLUP) and the associated
jackknife MSE estimator of EBLUP. The bias of jackknife MSE estimator is of order
o(m−1), where m is the number of small areas. The jackknife works well both for
normal and nonnormal Fay-Herriot models. The proposed methodology is illustrated
using a real life example from the National Health and Interview Survey.

1 Introduction

Fay and Herriot (1979) put forward an empirical Bayes method to estimate per-cpita

income of small-places (population less than 1000) using a Bayesian model that combines

Current Population Survey data in conjunction with relevant administrative and census data.

Their empirical results demonstrate that their empirical Bayes estimator performed better

that both direct survey estimator and a synthetic estimator which is a direct estimator for

the corresponding county. The Fay-Herriot method is a popular small-area method because

of its simplicity and its demonstrated good empirical performances. It also produces design

consistent estimator, a desirable property which brings a model-based estimator closer to

direct estimator for large sample, irrespective of the true model.

Prasad and Rao (1990) developed a delta method for estimating mean square error (MSE)

0 J. Jiang, Assoc. Prof., Univ. of Calif.-Davis, U.S.A; P. Lahiri, Milton Mohr Distinguished Prof., Univ. of
Nebraska-Lincoln, U.S.A.; S. Wan, Assist. Prof., Lung-Hua Inst. Tech., Taiwan; C. Wu, Statistical Reviewer,
Center for Drug Evaluation, Taiwan.
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of empirical best linear unbiased predictor (EBLUP) of a general mixed effect in the context

of a mixed linear normal model which covers the Fay-Herriot model. Lahiri and Rao (1995)

robustified the Prasad-Rao method by allowing nonnormal random effects in the Fay-Herriot

model. However, both the papers are vaild only for ANOVA method of estimating the model

parameters. Datta and Lahiri (2000) considered the mixed linear normal model considered by

Prasad and Rao (1990) but generalized the Prasad-Rao’s method to include ML and REML

variance component estimators. More recently, Jiang et al. (2001) proposed a jackknife

method to estimate the MSE of empirical best predictor (EBP) for nonnormal and nonlinear

mixed models and for general M-estimators of model parameters. Their MSE estimator enjoys

the desirable property that the bias is of order o(m−1).

The main purpose of this paper is to spell out the jackknife method for the Fay-Herriot

model. For a very special case of the Fay-Herriot model, Lahiri (1995) noted that the jackknife

MSE estimator of an EBLUP involves estimated skewness and kurtosis terms. The jackknife

MSE estimtor is also asymptotically equivalent to Morris’ (see Morris 1983) formula which

was obtained as an approximation to the posterior variance under a uniform improper prior

distribution on the model parameters. Thus, the jackknife is very similar to a Bayesian

procedure, at least for this special case.

As for an illustration of our methodology, we carry out a data analysis to estimate the

proportion of people who did not visit a doctor’s office during the last twelve months for each

state and the District of Columbia (small areas). The Fay-Herriot model cannot be applied

directly to the survey estimates since one would expect its true sampling variances to be related

to the corresponding true small-area proportions. Note that the Fay-Herriot model assumes
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that the sampling variances to be known. Thus, we first make a suitable transformation of the

direct survey estimates to stabilize their sampling variances and then assumed known design

effects. We then simply apply the Fay-Herriot model on the transformed survey estimates

in order to combine information from various relevant census and administrative data. The

performances of the Fay-Herriot type of estimator and the associated jackknife MSE estimator

seem reasonable.

2 Estimation in a non-normal Fay-Herriot Model

We assume a non-normal version of the small area model considered by Fay and Herriot

(1979). According to the model, yi = θi +ei; θi = x′iβ +vi, where ei and vi are all uncorrelated

with E(ei) = E(vi) = 0 and V ar(ei) = Di, V ar(vi) = A (i = 1, · · · ,m). In the model, Di’s

(i = 1, · · · ,m) are assumed to be known. Let p be the dimension of xi and φ = (β, A).

When φ is known the best predictor (BP) of θi is simply the conditional mean of θi

given yi and is given by θ̂i(yi; φ) = (1 − γi)x
′
iβ + γiyi, where γi = A/(A + Di). Note that

the above BP can be also interpreted as a Bayes estimator When β is unknown but A is

known, one can estimate β by the generalized least square estimator of β, given by β̂(A) =

(
∑m

i=1 (A + Di)
−1xix

′
i)
−1 ∑m

i=1 (A + Di)
−1xiyi.

An EBP [or empirical Bayes (EB)] of θi is then obtained by replacing β in the BP by β̂(A).

Note that this is also the best linear unbiased predictor (BLUP), see Prasad and Rao (1990).

In practice A is rarely known and so it needs to be estimated from the data. Prasad and

Rao (1990) used a method of moments (MOM) estimator of A, defined by Â = max[0, Ã]

with Ã = (m− p)−1 ∑m
i=1{(yi− x′iβ̂OLS)2− (1− hi)Di}, where hi = x′i(

∑m
i=1 xix

′
i)
−1xi, β̂OLS =

HARRISKOJE_B
77



(
∑m

i=1 xix
′
i)
−1 ∑m

i=1 xiyi.

Researchers have used other methods of estimating A (see, e.g. Fay and Herriot 1979,

Jiang et al. 2001, among others). Plugging in an estimator of A in the BLUP yields EBLUP

θ̂i = θ̂i(yi; φ̂) = (1− γ̂i)x
′
iβ̂(Â) + γ̂iyi, where γ̂i = Â/(Â + Di) and

β̂(Â) = (
m∑

i=1

(Â + Di)
−1

xix
′
i)
−1 m∑

i=1

(Â + Di)
−1

xiyi.

Note that it can be also interpreted as an EB estimator.

In order to understand if EBLUP method is effective, we now develop a method of con-

structing confidence intervals of γi based on the point estimates γ̂i (i = 1, · · · ,m). Applying

Taylor series method, we obtain an estimator of V ar(γ̂i) as vJ(γ̂i) =
D2

i

(Â+Di)4
vJ(Â), where

vJ(Â) = m−1
m

∑m
u=1(Â−u − Â)2 is a jackknife estimator of V ar(Â). Here Â−u is calculated ex-

actly in the same way as A except that the data for the uth small area is deleted (u = 1, · · · ,m)

We can construct the confidence intervals of γi as {γ̂i−2
√

vJ(γ̂i), γ̂i +2
√

vJ(γ̂i)}, i = 1, · · · ,m.

If EBLUP is effective, the confidence intervals of γi for most of the states will not contain 1

or 0.

Next, we discuss the important assumption of known sampling variances Di’s. In Fay and

Herriot (1979), the following justification was given. They assumed that the coefficient of

variation for the i th small area direct estimate is approximately 3/
√

Ni, where Ni denotes

20 percent sample count. This approximation was made based on an empirical study which

found that above approximation works well for eight states. A log transformation was then

taken to stabilize the variance and the Fay-Herriot model was applied on the transformed

direct estimates with Di = 9/Ni.

In view of the above discussion, we are often encountered with the problem of estimation
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of h(θi), a function, possibly nonlinear, in θi. A simple estimator (e.g., Fay and Herriot 1979)

is h−1(θ̂i), where h−1(.) is the inverse transformation of h(.). This is not an EBP but should

work fine as long as sample size for the small areas are not very small. We, however, note

that it is possible to come up to the BP of h(θi) and hence EBP (see, Lahiri 1999).

3 Jackknifing in the Fay-Herriot Model

In this section, we spell out the jackknife MSE estimator of the Fay-Herriot type estimator

based on Jiang et al (2001). The MSE of θ̂i is defined as MSE(θ̂i) = E(θ̂i − θi)
2, where E

is with respect to the Fay-Herriot mixed model. Note that the MSE of the BP is given by

g1i(A) = A(1− γi). One can then naively propose a MSE estimator of EBLUP as g1i(Â). The

problem with this naive estimator is that it does not incorporate the extra variabilities due to

the estimation of φ and so underestimates the true MSE. Several researchers addressed this

important issue and came up with improved MSE estimators which account for these extra

variabilities (see, e.g., Prasad and Rao 1990, Lahiri and Rao 1995, Datta and Lahiri 2000,

among others). But they are all valid for mixed linear normal model.

Recently, Jiang et al. (2001) proposed a jackknife method which takes into account uncer-

tainties due to the estimation of φ. This method is valid for nonnormal and nonlinear mixed

models and for general M-estimators of model parameters. For the Fay-Herriot model, the

jackknife MSE estimator of EBLUP is given by

mseJ(θ̂i) = g1i(Â)− m− 1

m

m∑

u=1

[g1i(Â−u)− g1i(Â)] +
m− 1

m

m∑

u=1

(θ̂i,−u − θ̂i)
2,

where Â−u(β̂−u) is the estimator of A (β) after deleting the uth small-area data,

θ̂i,−u = γ̂i,−uyi + (1− γ̂i,−u)x
′
iβ̂−u,
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γ̂i,−u =
Â−u

Â−u + Di

,

g1i(Â−u) = Â−u(1− γ̂i,−u).

Lahiri (1995) examined the above jackknife MSE estimator for a very special case of the

Fay-Herriot model with Di = D and x′iβ = µ (i = 1, · · · ,m). He showed that

M̂SE(θ̂i) = g1(Â) + g2(Â) +
D2

m(Â + D)
(b2 − 1)

+
D2

m(Â + D)2
(b2 − 1)(yi − ȳ)2 − 2D2

m(Â + D)3/2

√
b1(yi − ȳ),

where b1 = m2
3/(Â + D)3, b2 = m4/(Â + D)2 and g2(A) =

D2
i

(A+Di)2
x′i(

∑m
u=1

xux′u
A+Du

)−1xi. Thus,

unlike the normality-based MSE estimators, the jackknife MSE estimator involves estimated

skewness and kurtosis terms. Lahiri (1995) also compared jackknife with the two normality-

based MSE estimators of the following EBP of θi. θ̂i = ȳ + (1 − B̂1)(yi − ȳ), where ȳ =

m−1 ∑m
i=1 yi and B̂ = D(m−3)∑m

i=1
(yi−ȳ)2

.

We present three formulae below for comparison:

Morris (1983):

(1− B̂1) +
DB̂1

m
+

2B̂1
2

m− 3
(yi − ȳ)2,

Prasad and Rao (1990):

(1− B̂1)D +
DB̂1

m
+

2DB̂1

m
,

The jackknife Formula:

(1− B̂1)D +
DB̂1

m
+

2B̂2
1

m
(yi − ȳ)2.

The jackknife estimator is equivalent to the Morris’ formula which was obtained as an

approximation to the posterior variance formula under uniform improper prior on the model
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parameters: µ and A. Also, the bias of our jackknife MSE estimator is of the order o(m−1).

Thus, our jackknife MSE estimator enjoys both good frequentist and Bayesian properties. It

is interesting to note that the Prasad-Rao MSE estimator, unlike Morris’ and ours, is the

same for all the areas in this balanced case.

The above results are for the transformed scale. We need to provide results in the original

scale. We approximate the MSE of h−1(θ̂i) by mse[h−1(θ̂i)] = [h−1′(θ̂i)]mse(θ̂i), where h−1′(x)

denotes the derivative of h−1(x) with respect to x and mse(θ̂i) is an estimate of MSE obtained

by jackknife method as described above.

4 Data Analysis

In this section, we demonstrate our methodology to estimate the proportion of individuals

who did not visit doctor’s office during the last twelve months for all the fifty states and

the District of Columbia (small areas) using the National Health Interview Survey (NHIS)

data in conjunction with relevant administrative and census data. Earlier Malec et al. (1997)

proposed a hierarchical Bayes method to address the same estimation problem. Unlike our

modeling, they used an individual level model and their method does not produce design

consistent small area estimators. Also, they did not use auxiliary data at the small area level.

Our method can be viewed as a first step in getting a simple minded design consistent small

area estimators. It has also a huge computational advantage over their procedure.

Let ni be the sample size for the ith state and wij be the sampling weight for the jth

individual in the ith state (i = 1, · · · ,m = 51; j = 1, · · · , ni). For the jth individual in the ith

state, we observe a binary response zij which takes on the value 1 if the individual did not
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visit a doctor’s office during the last 12 months and 0 otherwise (i = 1, · · · ,m; j = 1, · · · , ni).

Then, zi =
∑ni

j=1 wijzij/
∑ni

j=1 wij is the direct survey estimate of πi, the true proportion of

individuals who did not visit a doctor’s office during the last 12 months for the ith state

(i = 1, · · · ,m). Using SUDDAN, sample survey software, the NCHS has provided data on zi

and its sampling variance Vi for i = 1, · · · ,m.

Note that E(zi|πi) ≈ πi, and

V (zi|πi) = D?
i0 ·

πi(1− πi)

ni

where

D?
i0 =

V ∗
i

πi(1−πi)
ni

≈ Vi

zi(1−zi)
ni

Di0.

The factor D?
i0 is known as a design effect and adjusts the simple random sampling formula

by incorporating effects due to clustering and unequal probability selections. Consider the

transformation: yi = sin−1√zi. Thus, for this example, h(.) = sin−1(.). By Taylor series

argument, we have

E(yi|θi) ≈ sin−1√πi = θi,

and

V (yi|θi) = V [sin−1√zi|θi]

≈ V [sin−1√πi + (zi − πi) · 1

2
√

πi(1− πi)
]

=
1

4πi(1− πi)
·D?

i0 ·
πi(1− πi)

ni

=
D?

i0

4ni

.
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We will assume that Di = Di0

4ni
is the estimated sampling variance of yi (i = 1, · · · ,m).

In addition to zi and Vi provided to us by the NCHS, we collected data on 1990 urban

population (X1), 1995 Bachelor’s degree completion for 25+ population (X2), 1995 high school

completion for the 25+ population (X3), 1995 health insurance coverage (X4), and 1990

physician population (X5) for each of the 50 states and the District of Columbia. The covariate

information was obtained from the Census Bureau web site.

We first consider the issue of covariate selection. For this purpose, we considered the

largest 15 states (in terms of sample size) and used SAS to produce Tables 1 and 2. For these

states sampling variabilities are very low and so the usual SAS procedures are justified. Note

that correlations between Y and each of the three covariates X2, X3, and X4 are significant

(at 0.1 level). While X2 is significantly correlated with X3, it is not significantly correlated

with X4. Likewise, X4 is significantly correlated with X3, but not with X2. Thus, keeping the

aspect of multicollinearity in mind, Table 1 suggests to consider X2 and X4 in the model. The

selection of these two covariates is confirmed by Table 2. Both R2 and adjusted R2 are the

highest when we include X2 and X4 in the model. We would also select these two covariates

when we apply the Cp criterion.

The estimates of γ ranges between .09 (South Dakota) and .95 (California), depending

on the sampling variability of the corresponding state NCHS estimate. The γ values are

low for small states (indicating that the NCHS estimates are highly unreliable) and large for

large states (indicating the NCHS estimates are reliable). None of the confidence intervals

[(L.L.,U.L)] includes 0 or 1 suggesting the use of EBLUP. See Table 3 and Figure 3.

The estimator of πi is then given by π̂i = sin2(θ̂i). Thus, here h−1(.) = sin2(.). The MSE
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of π̂i is given by 4π̂i(1− π̂i)mse(θ̂i). A synthetic estimator of πi is given by π̂syn
i = sin2(x′iβ̂).

Table 4 reports the NCHS estimates (z), proposed composite estimates (π̂), and synthetic

estimates (π̂syn). For large states (e.g., California , Texas, etc.), our proposed composite

estimates are similar to the NCHS estimates. Figure 1 plots these estimates.

Finally, Tables 5 provides standard errors of the NCHS estimates (se(z) =
√

Vi), the jack-

knife MSE estimates of our proposed composite estimates (se(π̂) =
√

mseJ(π̂)), and percent

improvement defined by PCTIMP = 100× se(z)−se(π̂)
se(z)

. A corresponding plot of PCTIMP is

given in Figure 3. For small states (e.g., South Dakota, Vermont, etc.), improvement is quite

substantial.
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Table 1: Pearson Correlation Coefficients

Y X1 X2 X3 X4 X5

Y 1.00000 0.10733 0.59754 0.55709 0.51929 0.26759
0.0 0.7034 0.0187 0.0310 0.0473 0.3349

X1 0.10733 1.00000 0.56726 0.44259 -0.25401 -0.64715
0.7034 0.0 0.0274 0.0985 0.3610 0.0091

X2 0.59754 0.56726 1.00000 0.45595 0.02605 0.05537
0.0187 0.0274 0.0 0.0876 0.9266 0.8446

X3 0.55709 0.44259 0.45595 1.00000 0.62160 -0.09249
0.0310 0.0985 0.0876 0.0 0.0134 0.7430

X4 0.51929 -0.25401 0.02605 0.62160 1.00000 0.26579
0.0473 0.3610 0.9266 0.0134 0.0 0.3383

X5 0.26759 -0.64715 0.05537 -0.09249 0.26579 1.00000
0.3349 0.0091 0.8446 0.7430 0.3383 0.0

Table 2: Values of Cp statistic, R2, and Adjusted R2 for different possible models

Model Variables Cp R2 Adjusted R2

1 X2 7.23672 0.35705587 0.3076
2 X3 8.56150 0.31035017 0.2573
3 X4 9.71567 0.26965933 0.2135
4 X2, X3 6.33543 0.45934214 0.3692
5 X2, X4 2.03477 0.61096386 0.5461
6 X3, X4 9.17802 0.35912540 0.2523
7 X2, X3, X4 4.00000 0.61218982 0.5064
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Table 3: Direct survey estimates (y), synthetic estimates (x′β̂), EBLUP’s (θ̂), and confidence
Intervals of γ′s

STATE y x′β̂ γ̂ θ̂ L.L. U.L.
1 Alabama 1.08078 1.04874 0.85047 1.07599 0.72554 0.97539
2 Alaska 0.99007 1.08821 0.31453 1.05734 0.10274 0.52632
3 Arizona 1.05567 1.02178 0.73862 1.04681 0.54898 0.92827
4 Arkansas 1.05055 1.01292 0.72774 1.04031 0.53310 0.92237
5 California 1.04064 1.04298 0.95314 1.04075 0.90926 0.99701

6 Colorado 1.09146 1.11180 0.63604 1.09886 0.40864 0.86344
7 Connecticut 1.16463 1.13980 0.67252 1.15649 0.45618 0.88887
8 Delaware 1.12824 1.06208 0.29641 1.08169 0.09154 0.50127
9 D.C. 1.19544 1.12036 0.28924 1.14207 0.08729 0.49118
10 Florida 1.00245 1.04526 0.82933 1.00976 0.69029 0.96837

11 Georgia 1.06529 1.04995 0.70721 1.06080 0.50380 0.91061
12 Hawaii 1.10652 1.09525 0.45527 1.10038 0.21166 0.69889
13 Idaho 1.03265 1.06746 0.37944 1.05425 0.14814 0.61074
14 Illinois 1.03504 1.09350 0.84473 1.04412 0.71589 0.97357
15 Indiana 1.00212 1.05179 0.61762 1.02111 0.38563 0.84961

16 Iowa 1.13109 1.07058 0.47988 1.09962 0.23469 0.72506
17 Kansas 1.07790 1.09118 0.62394 1.08289 0.39345 0.85443
18 Kentucky 1.04731 1.05219 0.72660 1.04865 0.53145 0.92174
19 Louisiana 0.99794 1.02531 0.69639 1.00625 0.48870 0.90409
20 Maine 1.06623 1.06694 0.69604 1.06645 0.48821 0.90387

21 Maryland 1.11723 1.07953 0.76824 1.10849 0.59334 0.94314
22 Massachusetts 1.15534 1.12785 0.83892 1.15091 0.70618 0.97166
23 Michigan 1.06529 1.08287 0.80384 1.06874 0.64894 0.95873
24 Minnesota 1.08561 1.11693 0.85396 1.09019 0.73145 0.97647
25 Mississippi 0.99608 1.01842 0.71197 1.00251 0.51053 0.91342
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Table 3 continued

STATE y x′β̂ γ θ̂ L.L. U.L.
26 Missouri 1.05847 1.06318 0.80648 1.05938 0.65316 0.95979
27 Montana 1.05871 1.07378 0.52071 1.06593 0.27555 0.76587
28 Nebraska 1.07682 1.10131 0.50497 1.08894 0.25941 0.75053
29 Nevada 1.03356 1.02295 0.31109 1.02625 0.10056 0.52161
30 New Hampshire 1.13083 1.10371 0.52596 1.11797 0.28104 0.77088

31 New Jersey 1.07383 1.09149 0.80306 1.07731 0.64769 0.95842
32 New Mexico 0.92677 1.00499 0.45629 0.96930 0.21258 0.69999
33 New York 1.09796 1.07945 0.92424 1.09656 0.85545 0.99302
34 North Carolina 1.03038 1.05896 0.79596 1.03621 0.63642 0.95550
35 North Dakota 1.08139 1.08619 0.22328 1.08512 0.05292 0.39364

36 Ohio 1.10328 1.06747 0.84758 1.09783 0.72067 0.97448
37 Oklahoma 1.05532 1.02779 0.76275 1.04879 0.58499 0.94052
38 Oregon 1.04041 1.07866 0.62788 1.05464 0.39836 0.85740
39 Pennsylvania 1.10080 1.08103 0.82972 1.09744 0.69093 0.96851
40 Rhode Island 1.19764 1.09811 0.42828 1.14074 0.18775 0.66881

41 South Carolina 1.05392 1.04741 0.71028 1.05203 0.50814 0.91243
42 South Dakota 1.03038 1.07693 0.09482 1.07252 0.01051 0.17913
43 Tennessee 1.09024 1.04420 0.79321 1.08071 0.63208 0.95434
44 Texas 1.00598 1.01310 0.94163 1.00640 0.88764 0.99562
45 Utah 1.03243 1.08697 0.47525 1.06105 0.23027 0.72023

46 Vermont 1.06659 1.10686 0.19413 1.09904 0.04045 0.34781
47 Virginia 1.09292 1.08670 0.81669 1.09178 0.66964 0.96375
48 Washington 1.08513 1.09427 0.78455 1.08710 0.61850 0.95059
49 West Virginia 1.03618 1.01954 0.32898 1.02501 0.11213 0.54583
50 Wisconsin 1.08380 1.09456 0.81777 1.08576 0.67138 0.96416

51 Wyoming 1.08030 1.05342 0.52217 1.06746 0.27707 0.76727
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Table 4: Direct estimates (z), composite estimates (π̂), and synthetic estimates (π̂syn)

State z π̂ π̂syn

1 Alabama 0.7785 0.77451 0.75134
2 Alaska 0.6990 0.75873 0.78464
3 Arizona 0.7573 0.74967 0.72768
4 Arkansas 0.7529 0.74401 0.71975
5 California 0.7443 0.74440 0.74634

6 Colorado 0.7873 0.79333 0.80371
7 Connecticut 0.8439 0.83795 0.82546
8 Delaware 0.8166 0.77925 0.76277
9 District of Columbia 0.8656 0.82719 0.81046
10 Florida 0.7103 0.71691 0.74832

11 Georgia 0.7655 0.76168 0.75238
12 Hawaii 0.7995 0.79456 0.79040
13 Idaho 0.7373 0.75609 0.76734
14 Illinois 0.7394 0.74733 0.78897
15 Indiana 0.7100 0.72708 0.75397

16 Iowa 0.8188 0.79394 0.76997
17 Kansas 0.7761 0.78025 0.78707
18 Kentucky 0.7501 0.75125 0.75431
19 Louisiana 0.7062 0.71374 0.73082
20 Maine 0.7663 0.76648 0.76690

21 Maryland 0.8080 0.80107 0.77746
22 Massachusetts 0.8371 0.83382 0.81630
23 Michigan 0.7655 0.76842 0.78023
24 Minnesota 0.7825 0.78626 0.80777
25 Mississippi 0.7045 0.71036 0.72468
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Table 4 continued

State z π̂ π̂syn

26 Missouri 0.7597 0.76048 0.76371
27 Montana 0.7599 0.76604 0.77265
28 Nebraska 0.7752 0.78524 0.79531
29 Nevada 0.7381 0.73165 0.72872
30 New Hampshire 0.8186 0.80859 0.79724

31 New Jersey 0.7727 0.77561 0.78733
32 New Mexico 0.6395 0.67978 0.71260
33 New York 0.7926 0.79146 0.77739
34 North Carolina 0.7353 0.74043 0.76012
35 North Dakota 0.7790 0.78209 0.78297

36 Ohio 0.7969 0.79249 0.76735
37 Oklahoma 0.7570 0.75138 0.73301
38 Oregon 0.7441 0.75642 0.77673
39 Pennsylvania 0.7949 0.79217 0.77871
40 Rhode Island 0.8671 0.82618 0.79272

41 South Carolina 0.7558 0.75418 0.75018
42 South Dakota 0.7353 0.77160 0.77529
43 Tennessee 0.7863 0.77844 0.74740
44 Texas 0.7135 0.71388 0.71991
45 Utah 0.7371 0.76190 0.78362

46 Vermont 0.7666 0.79348 0.79977
47 Virginia 0.7885 0.78757 0.78339
48 Washington 0.7821 0.78372 0.78960
49 West Virginia 0.7404 0.73055 0.72568
50 Wisconsin 0.7810 0.78262 0.78983

51 Wyoming 0.7781 0.76733 0.75537
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Table 5: Design effects (D0), standard errors of direct estimates [se(z)], and jackknife standard
errors of composite estimates [se(π̂)], and the percent improvement (PCTIMP )

STATE D0 se(z) se(π̂) CV (z) CV (π̂) PCTIMP
1 0.94237 0.0099 0.009678 0.01272 0.012495 2.2442
2 1.00743 0.0385 0.027225 0.05508 0.035889 29.2862
3 1.77080 0.0145 0.013842 0.01915 0.018464 4.5357
4 0.97357 0.0150 0.014295 0.01992 0.019212 4.7026
5 2.33951 0.0055 0.005454 0.00739 0.007327 0.8372

6 2.28631 0.0176 0.015935 0.02235 0.020087 9.4589
7 2.15494 0.0144 0.013541 0.01706 0.016159 5.9646
8 1.89534 0.0339 0.027026 0.04151 0.034678 20.2782
9 1.86680 0.0304 0.024869 0.03512 0.030061 18.1926
10 3.67215 0.0117 0.011234 0.01647 0.015671 3.9842

11 3.32450 0.0155 0.014593 0.02025 0.019159 5.8500
12 2.07315 0.0249 0.021185 0.03114 0.026662 14.9180
13 2.14117 0.0320 0.025036 0.04340 0.033115 21.7635
14 2.47474 0.0107 0.010277 0.01447 0.013752 3.9540
15 4.29302 0.0203 0.018116 0.02859 0.024918 10.7605

16 2.97118 0.0228 0.020464 0.02785 0.025772 10.2464
17 1.82169 0.0184 0.016652 0.02371 0.021342 9.5004
18 1.76132 0.0151 0.014196 0.02013 0.018897 5.9837
19 2.16050 0.0171 0.015837 0.02421 0.022190 7.3858
20 0.61690 0.0159 0.014833 0.02075 0.019352 6.7100

21 1.63347 0.0123 0.011871 0.01522 0.014819 3.4840
22 1.38477 0.0092 0.008985 0.01099 0.010775 2.3375
23 2.77288 0.0119 0.011386 0.01555 0.014818 4.3202
24 0.93043 0.0097 0.009371 0.01240 0.011918 3.3941
25 1.11029 0.0165 0.015381 0.02342 0.021653 6.7832
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Table 5 continued

STATE D0 se(z) se(π̂) CV (z) CV (π̂) PCTIMP
26 1.61813 0.0119 0.011430 0.01566 0.015030 3.9498
27 1.06524 0.0233 0.020155 0.03066 0.026312 13.4962
28 1.85705 0.0235 0.020023 0.03031 0.025500 14.7958
29 3.22858 0.0372 0.028319 0.05040 0.038705 23.8739
30 1.13044 0.0208 0.018578 0.02541 0.022975 10.6826

31 2.57178 0.0118 0.011286 0.01527 0.014551 4.3583
32 4.22565 0.0298 0.024433 0.04660 0.035949 18.0113
33 1.91692 0.0066 0.006523 0.00833 0.008242 1.1667
34 2.07917 0.0127 0.012104 0.01727 0.016349 4.6896
35 2.41776 0.0440 0.029636 0.05648 0.037893 32.6465

36 2.18351 0.0097 0.009491 0.01217 0.011976 2.1512
37 1.41874 0.0136 0.013033 0.01797 0.017345 4.1681
38 2.39483 0.0191 0.017143 0.02567 0.022665 10.2484
39 2.74191 0.0104 0.010104 0.01308 0.012755 2.8445
40 1.56647 0.0223 0.020640 0.02572 0.024979 7.4418

41 1.58622 0.0156 0.014652 0.02064 0.019428 6.0756
42 8.20855 0.0775 0.035798 0.10540 0.046397 53.8087
43 1.65433 0.0119 0.011554 0.01513 0.014842 2.9060
44 1.84504 0.0064 0.006331 0.00897 0.008869 1.0754
45 2.30226 0.0263 0.021702 0.03568 0.028487 17.4841

46 3.52922 0.0490 0.030204 0.06392 0.038067 38.3593
47 1.68620 0.0110 0.010620 0.01395 0.013484 3.4547
48 1.64145 0.0123 0.011732 0.01573 0.014969 4.6200
49 3.36938 0.0356 0.027687 0.04808 0.037898 22.2287
50 1.37013 0.0111 0.010674 0.01421 0.013639 3.8400

51 0.36386 0.0226 0.020070 0.02905 0.026154 11.1955
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Table 6: States arranged in increasing order of Vi

Rank of Vi State State ID Vi

1 California 5 .0000303
2 Texas 44 .0000410
3 New York 33 .0000436
4 Massachusetts 22 .0000846
5 Minnesota 24 .0000941

6 Ohio 36 .0000941
7 Alabama 1 .0000980
8 Pennsylvania 39 .0001082
9 Illinois 14 .0001145
10 Virginia 47 .0001210

11 Wisconsin 50 .0001232
12 Florida 10 .0001369
13 New Jersey 31 .0001392
14 Michigan 23 .0001416
15 Missouri 26 .0001416

16 Tennessee 43 .0001416
17 Maryland 21 .0001513
18 Washington 48 .0001513
19 North Carolina 34 .0001613
20 Oklahoma 37 .0001850

21 Connecticut 7 .0002074
22 Arizona 3 .0002103
23 Arkansas 4 .0002250
24 Kentucky 18 .0002280
25 Georgia 11 .0002403
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Table 6 continued

Rank of Vi State State ID Vi

26 South Carolina 41 .0002434
27 Maine 20 .0002528
28 Mississippi 25 .0002723
29 Louisiana 19 .0002924
30 Colorado 6 .0003098

31 Kansas 17 .0003386
32 Oregon 38 .0003648
33 Indiana 15 .0004121
34 New Hampshire 30 .0004326
35 Rhode Island 40 .0004973

36 Wyoming 51 .0005108
37 Iowa 16 .0005198
38 Montana 27 .0005429
39 Nebraska 28 .0005523
40 Hawaii 12 .0006200

41 Utah 45 .0006917
42 New Mexico 32 .0008880
43 District of Columbia 9 .0009242
44 Idaho 13 .0010240
45 Delaware 8 .0011492

46 West Virginia 49 .0012674
47 Nevada 29 .0013838
48 Alaska 2 .0014823
49 North Dakota 35 .0019360
50 Vermont 46 .0024010

51 South Dakota 42 .0060063
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Figure 1: Estimates [direct (D), synthetic (S), and EBLUP (C)] Plotted against States Ar-
ranged in Increasing Order of Vi (see Table 6 for identifying the states)
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Figure 2: Percent Improvement Plotted against States Arranged in Increasing Order of Vi (see
Table 6 for identifying the states)
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Figure 3: Confidence Interval for γ Plotted against States Arranged in Increasing Order of Vi

(see Table 6 for identifying the states)

HARRISKOJE_B
97



Mdfnnql�qj lq wkh Id|0Khuulrww Prgho
zlwk Dq H{dpsoh

e| Mlplqj Mldqj/ Sduwkd Odklul/ Vkx0Phl Zdq/ dqg Fklhq0Kxd Zx

Glvfxvvlrq +fruuhfwhg yhuvlrq/ 4324<25334,
e| Zlooldp U1 Ehoo/ X1V1 Exuhdx ri wkh Fhqvxv

Wkh sdshu e| Mldqj/ Odklul/ Zdq/ dqg Zx +khuhdiwhu MOZZ, frqvlghuv xvh ri
wkh mdfnnqlih wr hvwlpdwh wkh phdq vtxduhg huuru +PVH, ri vpdoo duhd hvwlpdwhv iurp
Id|0Khuulrww +4<:<, prghov1 Wkh sdshu qrwhv wkdw Mldqj hw do1 +5334, glvfxvv xvh ri
wkh mdfnnqlih pruh jhqhudoo| iru hvwlpdwlqj PVH zlwk qrqolqhdu dqg qrqqrupdo vpdoo
duhd prghov1 Dv wkh suhvhqw sdshu uhvwulfwv frqvlghudwlrq wr wkh olqhdu prgho fdvh/
p| uhpdunv zloo irfxv rqo| rq wklv fdvh1 Lw vkrxog eh nhsw lq plqg/ krzhyhu/ wkdw
ljqrulqj wkh jhqhudolw| ri wkh mdfnnqlih pd| eh ljqrulqj rqh ri lwv sulph dgydqwdjhv1

Wkh prgho ri Id| dqg Khuulrww +4<:<, iru vpdoo duhd hvwlpdwlrq fdq eh zulwwhq

+� ' w� n e� � ' �c � � � c6 +4,

' E%�
�
q n ��� n e� +5,

MOZZjlyh ghwdlohg dvvxpswlrqv xqghuo|lqj wklv prgho1 Khuh L vlpso| uhshdw wkdw wkh
vdpsolqj yduldqfhv (� ' YduEe�� ri wkh gluhfw vxuyh| hvwlpdwhv +� duh dvvxphg nqrzq
+dfwxdoo| phdqlqj wkh| duh hvwlpdwhg xvlqj vxuyh| plfurgdwd,/ vr wkdw wkh xqnqrzq
sdudphwhuv ri wkh prgho jlyhq e| +4, dqg +5, duh wkh uhjuhvvlrq sdudphwhuv q dqg wkh
prgho huuru yduldqfh � ' YduE���1 Wr dsso| wklv prgho iurp d iuhtxhqwlvw shuvshfwlyh
rqh �uvw hvwlpdwhv wkh prgho sdudphwhuv q dqg � xvlqj wkh gluhfw hvwlpdwhv +�/ dqg
wkhq dssolhv vwdqgdug hpslulfdo Ed|hv suhglfwlrq irupxodv wr surgxfh srlqw hvwlpdwhv
ri wkh w�1 D Ed|hvldq dssurdfk fdq dovr eh xvhg +Ehujhu 4<;8/ Ehoo 4<<<,1

Dvvxplqj wkh prgho jlyhq e| +4, dqg +5, lv wuxh +pruh rq wklv odwhu,/ wkh huuru lq
wkh hvwlpdwhv ri wkh w� fdq eh eurnhq lqwr wkuhh whupv=

huuru ' huuru zkhq doo sdudphwhuv duh nqrzq

n frqwulexwlrq wr huuru iurp hvwlpdwlqj q +6,

n frqwulexwlrq wr huuru iurp hvwlpdwlqj �

Wkh phdq vtxduh ri wklv huuru iru duhd � lv/ xqghu vxlwdeoh dvvxpswlrqv/

�7.� ' }��E�� n }2�E�� n }��E��

' �E�� ��� n E�� ���
2%��Ydu

�eq�%� n }��E�� +7,

zkhuh
�� ' �*E� n(��
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Vlqfh � lv xqnqrzq wr hvwlpdwh PVH zh soxj dq hvwlpdwh ri � lqwr +7,1 Uhvxowv iru
wkh whup }��E�� duh glvfxvvhg vkruwo|1 Wkh �vxlwdeoh dvvxpswlrqv� uhihuuhg wr deryh
lqfoxgh qrupdolw|/ zklfk lv uhohydqw lq uhjdug wr dv|pswrwlf ruwkrjrqdolw| ri wkh
vhfrqg dqg wklug whupv lq +6,1 P| irfxv/ krzhyhu/ zloo eh rq frpsdulqj wkh irup ri
+7, zlwk wkh mdfnnqlih hvwlpdwh ri PVH vxjjhvwhg e| MOZZ/ dqg rq h{dplqlqj uhvxowv
iurp wkh mdfnnqlih iru d sduwlfxodu hpslulfdo h{dpsoh1 Iru vlpsolflw| ri qrwdwlrq L zloo
khqfhiruwk gurs wkh vxevfulsw � wkdw lqgh{hv wkh vpdoo duhdv1 Lw vkrxog eh xqghuvwrrg
wkdw doo vxevhtxhqw h{suhvvlrqv lpsolflwo| ghshqg rq �/ h1j1/ wkurxjk %� dqg (�1

Wzr sureohpv dulvh lq dsso|lqj +7,=

� }�E e�� lv eldvhg1 Lq idfw/ hyhq zkhq e� lv dssur{lpdwho| xqeldvhg/ .d}�E e��o �
}�E��� }�E���

� Wkhuh lv qr h{dfw irupxod iru }�E��1

Vhyhudo dssurdfkhv kdyh suhylrxvo| ehhq vxjjhvwhg wr ghdo zlwk wkh vhfrqg sureohp=
ljqruh }�E�� +qdlyh dssurdfk,> hvwlpdwh }�E�� xvlqj dq dv|pswrwlf h{suhvvlrq +Sudvdg
dqg Udr 4<<3/ Gdwwd dqg Odklul 5333,> ru xvh d Ed|hvldq dssurdfk +Ehujhu 4<;8/ s1
4<5/ Ehoo 4<<<,1 MOZZ sursrvh wkh mdfnnqlih wr dgguhvv erwk ri wkh wzr sureohpv1

Ehiruh h{dplqlqj krz wkh mdfnnqlih dgguhvvhv wkh wzr sureohpv qrwhg/ lw lv zruwk
uhplqglqj rxuvhoyhv ri d wklug sureohp/ zklfk lv wkdw xvh ri wkh PVH uhvxow +7,
ghshqgv rq wkh prgho ehlqj fruuhfw1 Wklv sureohp pd| zhoo eh pruh lpsruwdqw dqg
pruh gl!fxow wr dgguhvv wkdq hlwkhu ri wkh rwkhu wzr sureohpv1 Lw frpsurplvhv doo
wkh dssurdfkhv qrwhg wr dq xqnqrzq ghjuhh iru dq| sduwlfxodu h{dpsoh1

MOZZ*v mdfnnqlih hvwlpdwh ri PVH lv

�7.a '

+
}�E e��� 6� �

6

6[
�'�

d}�E e�3��� }�E e��o
,
n

6� �

6

6[
�'�

Eew3� � ew� +8,

Wkh whup lq eudfhv hvwlpdwhv }�E��/ zlwk wkh vhfrqg whup zlwklq wkh eudfhv surylglqj
wkh mdfnnqlih eldv fruuhfwlrq wr wkh soxj0lq hvwlpdwh }�E e��1 Wkh odvw whup lq +8,
hvwlpdwhv }2E�� n }�E�� wrjhwkhu/ qrw mxvw }�E��� Wkhvh ihdwxuhv surylgh iru vrph
jhqhudolw| ri wkh mdfnnqlih +h1j1/ wr qrqqrupdo prghov,/ wkrxjk lw phdqv wkdw lq wkh
frqwh{w ri wkh olqhdu prgho ++4,/+5,, frqvlghuhg khuh +8, grhv qrw pdnh xvh ri hlwkhu
E�� wkh dv|pswrwlf uhodwlrq ehwzhhq eldvE}�E e��� dqg }�E��/ ru E��� wkh h{dfw uhvxow
iru }2E��1 Wkh txhvwlrq dulvhv dv wr zkhq grhv wkh mdfnnqlih zrun ehwwhu/ zruvh/ ru
derxw wkh vdph dv dowhuqdwlyhvB

Lq uhjdug wr wkh txhvwlrq ri �Krz zhoo grhv wkh mdfnnqlih zrunB/� Mldqj hw do1
+5334, uhsruw vlpxodwlrq uhvxowv iru vrph olqhdu dqg qrqolqhdu +JOLP, prghov1 Wkh
mdfnnqlih zrunv zhoo lq wkh vlpxodwlrqv uhsruwhg/ krzhyhu/ vr gr doo wkh rwkhu ds0
surdfkhv frqvlghuhg1 Lq idfw/ wkh zruvw fdvh uhsruwhg lq wkh vlpxodwlrqv ri eldv lq
hvwlpdwhg PVH iru dq| phwkrg lv 04314( iru wkh qdlyh dssurdfk +iru d pl{hg orjlvwlf
prgho,1 Wklv lv d uhodwlyho| vpdoo xqghuvwdwhphqw ri PVH vlqfh/ li uhvxowlqj PVH

HARRISKOJE_B
99



hvwlpdwhv zhuh xvhg wr frqvwuxfw suhglfwlrq lqwhuydov/ wkh fruuhvsrqglqj �vwdqgdug
huuru� zrxog eh xqghuvwdwhg e| rqo| derxw 8(1 Jlyhq xqfhuwdlqwlhv derxw qrupdolw|
dvvxpswlrqv qhhghg wr frqvwuxfw suhglfwlrq lqwhuydov/ wklv dprxqw ri xqghuvwdwhphqw
ri suhglfwlrq vwdqgdug huuru vhhpv uhodwlyho| xqlpsruwdqw1

Lq wkh suhvhqw sdshu/ wkh mdfnnqlih uhvxowv MOZZsuhvhqw iru wkh QKLV dssolfdwlrq
orrn txlwh uhdvrqdeoh1 L ghflghg wr h{dplqh uhvxowv iurp wkh sursrvhg mdfnnqlih
dssurdfk iru dq dssolfdwlrq L dp idploldu zlwk= hvwlpdwlrq ri sryhuw| udwhv ri vfkrro0
djhg +804: |hdu rog, fkloguhq iru wkh vwdwhv ri wkh X1V1 dqg GF1 Wkhvh hvwlpdwhv
duh dq lpsruwdqw surgxfw ri wkh Fhqvxv Exuhdx*v Vpdoo Duhd Lqfrph dqg Sryhuw|
Hvwlpdwhv +VDLSH, surjudp1 Wkh Id|0Khuulrww prgho xvhg wr surgxfh wkhvh hvwlpdwhv
lv ghyhorshg lq Id| dqg Wudlq +4<<:,1 Ehoo +4<<<, glvfxvvhv Ed|hvldq wuhdwphqw ri
wklv prgho1 Ixuwkhu lqirupdwlrq rq wkh VDLSH surjudp fdq eh irxqg rq wkh VDLSH
zhe vlwh dw kwws=22zzz1fhqvxv1jry2kkhv2zzz2vdlsh1kwpo1

Iru dsso|lqj wkh mdfnnqlih wr wkh VDLSH h{dpsoh L xvhg wkh phwkrg0ri0prphqwv
+PRP, hvwlpdwru ri � xvhg e| MOZZ lq wkhlu QKLV h{dpsoh1 Wdeoh 4 vkrzv wkhvh
hvwlpdwhv ri � iru qlqh |hduv ri gdwd wr zklfk wkh prgho zdv dssolhg1 +4<<7 lv rplwwhg
ehfdxvh vdpsolqj yduldqfhv kdyh qrw ehhq hvwlpdwhg iru wklv |hdu gxh wr frpsolfd0
wlrqv fdxvhg lq wkdw |hdu e| wudqvlwlrq wr d uhghvljq ri wkh Fxuuhqw Srsxodwlrq Vxuyh|
zklfk vxssolhv wkh gluhfw hvwlpdwhv +�1, Erwk wkh qrw wuxqfdwhg dqg wuxqfdwhg +dw 3,
PRP hvwlpdwhv duh vkrzq1 Pd{lpxp olnholkrrg +PO,/ uhvwulfwhg pd{lpxp olnhol0
krrg +UHPO,/ dqg Ed|hvldq hvwlpdwhv +srvwhulru phdqv, duh vkrzq iru frpsdulvrq1
Wkhvh doo dvvxph qrupdolw|/ dqg wkh Ed|hvldq hvwlpdwhv xvh  dw sulruv iru q dqg �1

Wdeoh 41 Dowhuqdwlyh Hvwlpdwhv ri �+VDLSH h{dpsoh,

)i@h �w +,�w �@)it
qrw wuxqfdwhg

���
|h�?U@|i_
���

�bHb f f ��. ��� f
�bbf f f 2�2 ��� ���
�bb� f f ��S ���� f
�bb2 f f ��S ���2 f
�bb� �e ��. ��e D�H D�H

�bbD f �2 2�f �D �D
�bbS f f ��b 2�f 2�f
�bb. f f ��D ���� f
�bbHW �. 2�f ��. D�H D�H
WSuholplqdu| uhvxowv

Zh qrwlfh wkdw wkh PRP hvwlpdwhv ri � duh udwkhu xqvwdeoh1 Wkh wuxqfdwlrq dw }hur
lv iuhtxhqwo| uhtxluhg/ dqg iru 4<<6 dqg 4<<; wkh PRP hvwlpdwh lv txlwh odujh uhodwlyh
wr wkh rwkhu hvwlpdwhv1 PO dqg UHPO/ wkrxjk pruh vwdeoh/ duh qrw yhu| dsshdolqj
vlqfh wkhvh hvwlpdwhv duh }hur lq prvw |hduv1 Ehoo +4<<<, qrwhv krz hvwlpdwlqj � dw
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}hur ohdgv wr xquhdvrqdeoh PVH hvwlpdwhv iru PO dqg UHPO1 Rq wkh rwkhu kdqg/
wkh Ed|hvldq hvwlpdwhv ri � dsshdu pxfk pruh uhdvrqdeoh +dqg Ehoo +4<<<, qrwhv
wkdw uhvxowlqj Ed|hvldq srvwhulru yduldqfhv duh pruh uhdvrqdeoh wkdq wkh iuhtxhqwlvw
PVH hvwlpdwhv1,

Wkrxjk L vkdoo rplw jlylqj ghwdlohg uhvxowv/ lw wxuqv rxw wkdw wkh mdfnnqlih PVH
hvwlpdwhv orrn xquhdvrqdeoh erwk zkhq � lv hvwlpdwhg wr eh }hur dqg zkhq wkh PRP
hvwlpdwhv ri � duh odujh1 Wkh srru shuirupdqfh lv qrw jhqhudoo| wkh idxow ri wkh
mdfnnqlih/ krzhyhu/ exw vlpso| d uhvxow ri jhwwlqj xquhdvrqdeoh hvwlpdwhv ri � iurp
PRP1 Lq sulqflsoh wkh mdfnnqlih frxog eh dssolhg zlwk PO ru UHPO hvwlpdwlrq ri �/
dw vljql�fdqwo| kljkhu frpsxwdwlrqdo frvw/ wkrxjk wkh uhvxowv lq Wdeoh 4 vxjjhvw wklv
zrxog uduho| khos lq wklv h{dpsoh1 Udwkhu wkdq gzhoo rq srvvlelolwlhv iru lpsurylqj
mdfnnqlih uhvxowv e| xvlqj dowhuqdwlyh hvwlpdwhv ri �/ L zloo frpsduh mdfnnqlih PVH
uhvxowv +xvlqj e����, iru wzr |hduv wr looxvwudwh d sduwlfxodu sureohp wkdw dulvhv zkhq
� lv hvwlpdwhg dw ru qhdu }hur/ dqg wkdw lv pruh shuwlqhqw wr wkh shuirupdqfh ri wkh
mdfnnqlih1

Qrwlfh wkdw zkhq e� ' f }�E e�� ' f/ dqg doo ri �7.a frphv iurp wkh vhfrqg
dqg wklug whupv lq +8,1 Wdeohv 5 dqg 6 ehorz h{dplqh wkh frpsrqhqwv ri �7.a iru
wzr |hduv +4<<4 dqg 4<;<, iru zklfk e���� ' f1 Iru erwk |hduv uhvxowv duh vkrzq
iru d vpdoo qxpehu ri vwdwhv iru looxvwudwlrq1 Lq wkh wdeoh khdglqjv h���� ghqrwhv
wkh ruljlqdo/ qrw wuxqfdwhg PRP hvwlpdwhv ri � iurp Wdeoh 41 Ed|hvldq srvwhulru
yduldqfhv duh vkrzq iru frpsdulvrq1 Lw lv zruwk qrwlqj wkdw iru prvw vwdwhv lq prvw
|hduv/ wkhvh srvwhulru yduldqfhv duh yhu| forvh wr zkdw rqh rewdlqv e| vxevwlwxwlqj wkh
srvwhulru phdq ri � lqwr }�E��1

Wdeoh 51 Mdfnnqlih hvwlpdwlrq ri PVH iru 4<<4 +VDLSH h{dpsoh,
+ h���� ' ����c e���� ' 4@ Efc h����� ' f�

t|@|i }�E e�� h�3�
gK�@rd}�E e��o g}2 n }� �5,a �@)it

DO f �2�. f �. �. 2�f
DN f �2�H f �D �D 2��
D] f ���� f �D �D 2�f
DU f ���2 f ��� ��� 2�D
FD f �2�b f �S �S ��e
FR f �2�H f �2 �2 ��S

Wkh h�3� froxpqv lq Wdeohv 5 dqg 6 jlyh wkh ohdyh0rqh0rxw qrw wuxqfdwhg PRP
hvwlpdwhv ri �1 Lq 4<<4 +Wdeoh 5, doo ri wkh h�3� duh qhjdwlyh/ zlwk wkh uhvxow wkdw
doo ri wkh wuxqfdwhg ohdyh0rqh0rxw PRP hvwlpdwhv ri � E e�3�� duh }hur1 Wklv lv qrw
vxusulvlqj jlyhq wkdw wkh ixoo vdpsoh qrw wuxqfdwhg PRP hvwlpdwh iru 4<<4 + h���� '
����, lv zhoo ehorz }hur�gursslqj dq| rqh revhuydwlrq grhv qrw kdyh hqrxjk h�hfw
wr wxuq dq| ri wkh h�3� srvlwlyh1 Dv d uhvxow }�E e�3�� ' f iru doo vwdwhv �/ dqg vlqfh
}�E e�� ' f dv zhoo/ wkh vhfrqg whup lq +8, hvwlpdwlqj wkh eldv lq }�E e�� lv }hur1 Khqfh/

HARRISKOJE_B
101



erwk whupv lq wkh eudfhv lq +8, duh }hur iru hyhu| vwdwh/ dqg �7.a frphv hqwluho|
iurp wkh wklug whup lq +8,1 Wklv whup +odehoohg g}2 n }� lq wkh wdeohv, lv d mdfnnqlih
hvwlpdwh uh hfwlqj yduldwlrq lq wkh vpdoo duhd srlqw hvwlpdwhv ew gxh wr yduldwlrq lq wkh
ohdyh0rqh0rxw hvwlpdwhv ri q dqg �1 Wkh uhvxowlqj PVH hvwlpdwhv whqg wr orrn wrr
vpdoo erwk lq dq devroxwh vhqvh dqg uhodwlyh wr wkh Ed|hvldq hvwlpdwhv�qrwh Frorudgr
+FR, lq sduwlfxodu1 Wkh PVH hvwlpdwhv dovr h{klelw wkh vdph vruw ri sdwwhuq sureohpv
qrwhg lq Ehoo +4<<<, iru wkh PO dqg UHPO hvwlpdwhv edvhg rq +7,1 Iru h{dpsoh/
�7.a iru Fdoliruqld +FD,/ ghvslwh lwv odujh FSV vdpsoh/ lv dv kljk ru kljkhu wkdq
wkdw iru pdq| rwkhu vwdwhv zlwk pxfk vpdoohu vdpsohv1

Wdeoh 6 vkrzv d gl�huhqw sureohp wkdw dulvhv iru wkh mdfnnqlih hvwlpdwh ri PVH1
Iru 4<;< wkh qrw wuxqfdwhg PRP hvwlpdwh ri �c h���� ' ���/ lv yhu| forvh wr }hur1
Gursslqj rqh revhuydwlrq dowhuv wkh qrw wuxqfdwhg PRP hvwlpdwhv dv vkrzq lq wkhh�3� froxpq/ vrphwlphv |lhoglqj srvlwlyh ydoxhv/ dqg vrphwlphv |lhoglqj qhjdwlyh
ydoxhv1 Zkhq h�3� 	 f/ e�3� lv wuxqfdwhg wr 3/ dqg }�E e�3�� ' f1 Wkhvh vwdwhv
pdnh qr frqwulexwlrq wr wkh vhfrqg whup lq +8,1 Zkhq h�3� : f/ krzhyhu/ }�E e�3��
lv srvlwlyh/ dqg wkhvh vwdwhv gr frqwulexwh wr wkh vhfrqg whup lq +8,1 Lq idfw/ vlqfh
}�E e�� ' f khuh/ wkh whup lq eudfhv lq +8, lv vlpso| plqxv wkh vxp ri wkhvh srvlwlyh
whupv +pxowlsolhg e| E6� ��*6 ' Df*D�,/ zklfk wxuqv rxw wr eh durxqg 5 iru hdfk
vwdwh1 Wklv lv wkh mdfnnqlih hvwlpdwh ri eldv lq }�E e��1 Vxewudfwlqj r� wklv eldv
hvwlpdwh ri durxqg 5 ryhuzkhopv wkh wklug whup lq +8,/ g}2 n }�/ uhvxowlqj lq qhjdwlyh
hvwlpdwhv ri PVH iru hyhu| vwdwh1 +Wkh hvwlpdwhv ri eldv lq }�E e�� ydu| rqo| voljkwo|
ryhu vwdwhv vlqfh/ uhlqwurgxflqj wkh vwdwh vxevfulsw �/ iru vwdwh � wklv whup lv dfwxdoo|
�63�

6

S
6

�'�d}��E
e�3��o zkhuh }��E e�3�� ' e�3�(�*E e�3� n(�� ' e�3�*E� n e�3�*(�� �e�3� vlqfh wkh (� duh pxfk odujhu wkdq wkh e�3�1,

Wdeoh 61 Mdfnnqlih hvwlpdwlrq ri PVH iru 4<;< +VDLSH h{dpsoh,
+ h���� ' ���c e���� ' 4@ Efc h����� ' f�

t|@|i }� h�3�
gK�@rd}�o g}2 n }� �5,a �@)it

DO f ��S ��b. �D2 ���e 2��
DN f �fe ��bS �.f ���2 2�e
D] f ��fb ��b. ��. ���D 2��
DU f ��H ��b. �.� ���2 2�e
FD f ��f� ��HD �Sf ���2 ���
FR f ��f ��bS ��H ���. ��S
FW f ���Df ��bS ���f ��S ��f
GH f ��S ��b. ��H ���D ��H
GF f �f2 ��bH �bf ���f ���
IO f ���� ��b� �DD ���� ��e

Wkh qhjdwlyh hvwlpdwhv ri PVH uhvxow qrw mxvw iurp wkh srru hvwlpdwlrq ri � e|
PRP +wkrxjk wklv lv d qhfhvvdu| sduw ri wkh sureohp,/ exw dovr iurp srru hvwlpdwlrq
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ri wkh eldv lq }�E e�� e| wkh mdfnnqlih1 Wklv zrxog dsshdu wr eh d srwhqwldo sureohp
iru wkh mdfnnqlih dq| wlph wkh qrw wuxqfdwhg hvwlpdwh ri � lv yhu| forvh wr }hur1

Vlqfh wkh mdfnnqlih PVH hvwlpdwhv MOZZ suhvhqw iru wkhlu QKLV dssolfdwlrq orrn
txlwh uhdvrqdeoh/ wklv udlvhv d txhvwlrq derxw krz wkh VDLSH dssolfdwlrq gl�huv iurp
wkh QKLV dssolfdwlrq1 Wdeoh 7 surylghv vrph dqvzhuv1 Lw vkrzv/ iru erwk vxuyh|v/ wkh
pd{lpxp dqg plqlpxp ydoxhv ri wkh hvwlpdwhg vljqdo0wr0qrlvh udwlr + e�*(�, dfurvv
vwdwhv/ dv zhoo dv wkh udwlr ri wkh pd{lpxp wr wkh plqlpxp vwdwh vdpsolqj yduldqfhv
+4@ E(��*4�?E(��,1

Wdeoh 71 Frpsdulqj wkh QKLV dqg VDLSH H{dpsohv
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Iru wkh QKLV dssolfdwlrq wkh vljqdo0wr0qrlvh udwlr udqjhv iurp d yhu| kljk ydoxh ri
53 wr d yhu| orz ydoxh ri 141 Lq frqwudvw/ iru wkh VDLSH dssolfdwlrq +iru zklfk wkh
uhvxowv ydu| vrph ryhu wkh |hduv ri gdwd, wkh vpdoohvw vljqdo0wr0qrlvh udwlr lv derxw
wkh vdph dv wkdw iru QKLV/ exw wkh odujhvw lv rqo| durxqg 4 ru 4181 Wkh fruuhvsrqglqj
udwlr ri wkh pd{lpxp wr plqlpxp vdpsolqj yduldqfhv lv 533 iru QKLV/ uh hfwlqj d
yhu| zlgh udqjh ri vdpsolqj yduldqfh dfurvv vwdwhv/ exw lv rqo| 48 ru 53 iru VDLSH1
Wkhvh gdwd vxjjhvw wkdw lq wkh QKLV dssolfdwlrq wkh vwdwhv zlwk odujh vdpsohv surylgh
hqrxjk lqirupdwlrq iru uhdvrqdeo| uholdeoh hvwlpdwlrq ri � +khuh e| PRP,/ zklfk
ohdgv wr uhdvrqdeoh orrnlqj hvwlpdwhv ri PVH e| wkh mdfnnqlih +dqg suhvxpdeo| e|
rwkhu dssurdfkhv,1 Vpdoo duhd hvwlpdwlrq lv qhhghg iru wkrvh vwdwhv zlwk vpdoo QKLV
vdpsohv +orz vljqdo0wr0qrlvh udwlrv,1 Rq wkh rwkhu kdqg/ wkh FSV gluhfw hvwlpdwhv xvhg
lq wkh VDLSH dssolfdwlrq kdyh vx!flhqwo| kljk ohyhov ri vdpsolqj huuru wkdw hvwlpdwhv
ri � duh pruh xquholdeoh/ dqg frqyhqwlrqdo iuhtxhqwlvw hvwlpdwhv ri � iuhtxhqwo| uxq
lqwr wurxeoh +dv fdq eh vhhq iurp Wdeoh 4,1 Uhvxowlqj hvwlpdwhv ri PVH fdq eh
xquhdvrqdeoh/ dqg li wkh qrw wuxqfdwhg hvwlpdwh ri � lv qhdu }hur/ wklv fdq ohdg wr wkh
sureohp looxvwudwhg iru wkh mdfnnqlih hvwlpdwh ri PVH1

Wr jhqhudol}h wkh frqfoxvlrqv d elw/ hvwlpdwlrq ri � lq wkh Id|0Khuulrww prgho
dsshduv wr eh ri pruh ixqgdphqwdo lpsruwdqfh wkdq wkh fkrlfh ri dowhuqdwlyh ds0
surdfkhv wr hvwlpdwlqj PVH/ lq wkh vhqvh wkdw zkhq wkh gdwd gr qrw surylgh hqrxjk
lqirupdwlrq iru uholdeoh hvwlpdwlrq ri � e| frqyhqwlrqdo iuhtxhqwlvw phwkrgv/ dq| uh0
vxowlqj hvwlpdwhv ri PVH duh vxvshfw1 Wkh Ed|hvldq dssurdfk dsshduv wr |lhog pruh
uhdvrqdeoh uhvxowv lq vxfk fdvhv dw ohdvw e| suhyhqwlqj hvwlpdwhv ri � qhdu }hur1 Wkh
dsshdo ri wkh mdfnnqlih pd| eh pruh iru fdvhv zkhuh qrqqrupdolw| lv d vhulrxv frq0
fhuq ru wkh prgho lv qrqolqhdu +h1j1/ JOLP prghov,/ wkrxjk lwv shuirupdqfh lv vwloo
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olnho| wr ghshqg rq zkhwkhu ru qrw wkh gdwd surylgh vx!flhqw lqirupdwlrq iru uholdeoh
hvwlpdwlrq ri yduldqfhv ru rwkhu glvshuvlrq sdudphwhuv ri wkh prgho1

Uhihuhqfhv
^4` Ehoo/ Zlooldp U1 +4<<<, �Dffrxqwlqj iru Xqfhuwdlqw| Derxw Yduldqfhv lq Vpdoo

Duhd Hvwlpdwlrq/� Exoohwlq ri wkh Lqwhuqdwlrqdo Vwdwlvwlfdo Lqvwlwxwh/ 85qg Vhvvlrq/
Khovlqnl1

^5` Ehujhu/ Mdphv R1/ +4<;8, Vwdwlvwlfdo Ghflvlrq Wkhru| dqg Ed|hvldq Dqdo|vlv/ Qhz
\run= Vsulqjhu0Yhuodj1

^6` Id|/ U1 H1 dqg Khuulrww/ U1 D1 +4<:<, �Hvwlpdwhv ri Lqfrph iru Vpdoo Sodfhv= Dq
Dssolfdwlrq ri Mdphv0Vwhlq Surfhgxuhv wr Fhqvxv Gdwd/� Mrxuqdo ri wkh Dphulfdq
Vwdwlvwlfdo Dvvrfldwlrq/ :7/ 59<05::1

^7` Id|/ Urehuw H1 dqg Wudlq/ Jhrujh I1 +4<<:, �Vpdoo Grpdlq Phwkrgrorj| iru
Hvwlpdwlqj Lqfrph dqg Sryhuw| Fkdudfwhulvwlfv iru Vwdwhv lq 4<<6/� Dphulfdq
Vwdwlvwlfdo Dvvrfldwlrq/ Surfhhglqjv ri wkh Vrfldo Vwdwlvwlfv Vhfwlrq/ 4;604;;1

^8` Mldqj/ M1/ Odklul/ S1/ dqg Zdq/ V1 +5334,/ �D Xql�hg Mdfnnqlih Wkhru|/� sdshu
vxeplwwhg iru sxeolfdwlrq1
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Can What Partha Lahiri and Company Have Done Help 
the National Agricultural Statistics Service? 

 
Phillip S. Kott; USDA/NASS 

 
 
 The National Agricultural Statistics Service (NASS) is using component-of-variance small-
domain estimation to help estimate the undercoverage in the US Census of Agriculture.  The 
backbone of the Census of Agriculture is an extensive (but not exhaustive) list of farms in the US.  
Although farms on this list are responsible for over 95% of most agricultural activities, NASS 
estimates that 13% of all farms operating in 1997 were not on the Census list.  One reason for this is 
that the federal government uses a very liberal definition of a farm: an operation producing at least 
$1,000 of agricultural output in a year or capable of producing that output.   
 Leaving aside the merits of the government’s definition of a farm, NASS wants the 2002 
Census of Agriculture to do a better job than it has in the past providing state aggregates for the 
farms not on the Census list.   NASS’s key instrument in that endeavor is an area-frame sample 
designed primarily to estimate the total corn, wheat, soy beans, cotton, and potato acreage and 
production in the US.   A secondary use of this sample is the estimation of aggregates for farms not 
on NASS’s survey and Census lists.   For the 2002 Census effort, this sample will be supplemented 
to better measure the Census-list undercoverage.  Nevertheless, NASS believes that only the total 
numbers of farms missing form the Census list will be reliably estimated at the state level (and even 
then, certain states like those in New England will have to be combined).  For aggregates like the 
number of missing farms that have horses or the number of missing farms operated by blacks, 
small-domain techniques will be needed that draw strength from states outside the particular state of 
interest.         
 For the purposes of this discussion, let us focus on one particular estimate: the fraction of 
farms not on the Census list that have a black operator.  In truth, NASS will be estimating 20 or 30 
fraction like this one, from the fraction of missing farms with horses to the fraction of missing farms 
with annual sales in a given range.  Conceptually, however, they are all the same.  One thing to note 
is that the fractions are many and disparate.  Consequently, unlike the problem in Jiang et al. 
(2001), NASS uses a single covariate � the fraction of farms on a state’s Census list with the 
attribute in question (e.g., a black operator).    To begin, we will ignore even that covariate.  
 
Background 
 
 Partha Lahiri and his team of collaborators, Jiming Jiang, Shu-Mei Wan, and Chien-Hua 
Wu, have written a number of papers based on research funded by federal statistical agencies 
through the National Science Foundation.  The question I will address here is whether that research 
can be of service to NASS in its attempt to estimate the fraction of black-operated farms among 
those missing from a state’s Census list.  I begin with some notation borrowing liberally from Jiang 
et al., the particular paper under review.   Throughout this discussion, I will refer to the “Lahiri 
team.”  That should not be construed as a denigration of Jiang and the other collaborators’ 
contributions.  
 Let zij be 1 if a missing farm j in the area sample of State i has a black operator; 0 otherwise.  
The direct, randomization-based estimator for πi, the fraction of black-run operations among those 
missing from the Census list in State i, is   
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zi = 3j0S(i) wijzij / 3j0S(i) wij,  
 
where wij is the sampling weight attached to farm j, and S(i) is the set of farms in the area sample of 
State i but not on the State’s Census list.     
 That variance of this model under a simple Bernoulli model is  
 
Var(zi) = {3j0S(i) wij

2/ [3j0S(i) wij]2} πi (1 � πi) 
            =  πi (1 � πi)/ni*,  
 
where n* = { [3j0S(i) wij]2 / 3j0S(i) wij

2} is the effective sample size in State i.   NASS believes that the 
simple Bernoulli model is appropriate in this context.   It ignores the effects of stratification and 
cluster sampling on variance and assumes that the only role sample weighting plays is in increasing 
variance and decreasing effective sample size.  Nevertheless, weights are used in determining zi as 
protection against model failure.   
 Jiang et al. assumes that the Di can be determined reliably with randomization-based 
methods.  That is not my experience.  If sample sizes are not large enough to estimate πi directly, 
then estimates of the variance of the direct estimator are even more suspect.   Still, nothing is lost if 
Jiang’s randomization-based Di is replaced by my model-based one.   
 Suppose we have M “states” for which we need estimates (recall that some states are 
collapsed together for this purpose).  To draw strength from the other states, NASS assumes that 
each zi can itself be modeled:  
 
zi   =      πi +    ei 
          π + vi  +    ei,                                                                                                                 (1) 
 
where E(vi) = E(ei) = 0, Var(vi) = A, and Var(ei) = Di = πi (1 � πi)/ni*.    
 Consider the estimator 
 
zi

(γ) = (1 � γi)zi  + γi 3M wkzk / 3M wk ,  
       = (1 � γi)zi  + γi z                                                                                                                (2)  
 
where γi . Di /(A + Di), wk is the sum of the sampling weights within S(k), and z is the 
randomization-based estimator for the fraction of black-run operations among the farms missing 
from the Census list nationally.  Since Di approaches 0 as the effective sample size in i becomes 
arbitrarily large, zi

(γ) is randomization consistent whenever zi is. 
 The estimator,  zi

(γ), is not quite optimal under the component-of-variance model in equation 
(1).   Many (Lahiri and his team included) would not weight the zk by wk.  Moreover, zi

(γ) ignores 
the variance of z and the covariance between zi and z.   Nevertheless, we will assume for simplicity 
that M is large enough that such issues hardly matter.  More important is the requirement that we 
estimate A and the Di before zi

(γ) can be operationalized. 
 To estimate Di, we need to estimate πi first, but that is precisely the goal of the entire 
exercise.   It is common to estimate Di using zi in place of πi.  Indeed, that is what NASS has been 
doing for the most part.  Note, however, that when zi =0 , Di must also be zero.  This is  suspect.  
Just because we find no black-run operations that not on the Census list in a state area sample does 
not mean there are no back-run operations missing from the state’s Census list anywhere.  To avoid 
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this silliness, NASS has been setting an arbitrary lower bound on its Di estimate.  Nevertheless, the 
agency’s calculation of γi remains dependent on a very rickety estimator for πi.     
 The variance component A can be estimated using the methods of moments:  
 
a* = [ 3M zi 

2  �  ( 3M zi )2 /M]/(M � 1)   �  [ 3M zi (1 � zi)/ni*]/M .   
 
This formula can produce negative estimates.   It is therefore popular to estimate A with  
 
a = max{0, a*}.    
 
NASS uses something a bit different:  
 
aNASS  = max{a*, (1/2)[ 3M zi 

2  �  ( 3M zi )2 /M]/(M � 1)}.) 
 
 Although NASS does not think it has the sample sizes to estimate the πi directly.  It does 
think that it can estimate directly the fraction of black-operated farms among the farms missing 
from the Census list nationally with z.  Consequently, if zi* denotes NASS’s final estimator for πi, it 
desires the zi* satisfy    
  
3M wizi*/ 3M wi   =  z . 
 
This is the bookkeeping constraint. 
 
The Arcsine-root Transform 
 
 Jiang et al. hits upon a clever way to remove the dependence of the Di on πi.  Instead of 
applying the components-of-variance model in equation (1) to the zi, he applies it to a transform of 
the zi: 
 
yi = 2sin-1(¾zi).  
 
(I added a factor of 2 to the transform.  It does not effectively change anything, but it makes the 
arithmetic a bit cleaner.) 
 One can show that Var(yi) . 1/ni*,  which is invariant to πi!  Thus, if we replace the zi in 
equation (1) by the yi, the Di become (nearly) 1/ni*, and the need for early estimates of the πi is 
avoided.   If NASS were to follow this suggestion, then it would not have to set an arbitrary lower 
bound on the Di. 
    The problem with this transformation is that in invoking it one needs to assume the Di and 
A are small.  Otherwise, one could not go forward and backward between the original and arcsine-
root spaces and preserve near unbiasedness (in particular, the back-transformed solution may not 
even be unconditionally unbiased for π).  If A is small, however, then  
 
 Di = πi (1 � πi)/n* = (π + vi)(1 � π � vi)/ni* 
      . π(1 � π)/n*  
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where the near equality gets better when we take expectations.    
 This suggests that instead substituting zi  for  πi  in  Di =  πi (1 � πi)/ni*,  NASS begin with 
di

(1) = z(1 � z)/ni*, because z is much more stable than zi, never zero in practice, and fairly close to 
πi.  The agency can calculate a set of γi based on the di

(1) (and an estimator for A), and then use the 
computed zi

(γ) from equation (2) within di
(2) = zi

(γ)(1 � zi
(γ))/ni*.  This leads to an iterative process 

that will likely converge fairly quickly.  It should be noted, however, that the Lahiri team’s arcsine-
root transformation removes the need for iteration.   
 
NASS’s Single Covariate and the Bookkeeping Constraint 
 
 Unlike in the Lahiri team’s formulation, NASS uses a single covariate and no intercept.  
Instead of the model in equation (1), NASS bases its small-domains estimation on  
 
zi   =   ci (µ + vi) +  ei,  
 
where ci is the fraction of farms on the Census list in State i that have black operators.  How to 
incorporate this type of information in arcsine-root space is not a trivial question.      
 Although more intuitively appealing than a model at least half in arcsine-root space (it is 
unclear whether the ci should also be so transformed), the model NASS uses has its own conceptual 
drawback.  It is not symmetric in that the model for 1 � zi is not linear in 1 � ci.  For fractions like 
black-operated farms, it is clear that NASS wants to look at zi rather than 1 � zi because it is much 
smaller.  For other fractions, like the fraction of farms with hog production, that is not so 
straightforward.  Indeed, whether zi or 1 � zi  is smaller depends upon the state. 
 Often a simple ratio adjustment is used to enforce the bookkeeping constraint.  That is to 
say, each near-optimal zi

(γ) is multiplied by the common factor necessary for the constraint to hold.  
NASS, however, has been incorporating the constraint directly into the optimality requirement.  
Rather than minimizing the mean squared error of each state separately.  NASS attempts to 
minimize the weighted sum of the state mean squared errors under the bookkeeping constraint.   
This would be nearly impossible to do in arcsine-root space.   
 
Variance Estimation  
 
 Perhaps the Lahiri team’s single largest contribution is in the area of variance estimation, 
where they propose two simple jackknives to adjust for the asymptotic biases of the conventional 
variance estimator for the optimal zi

(γ), vi = Di a/(a + Di), where a is a method-of-moments estimator 
for A, and Di  is known.    
 Even if we accept my model-based formulation, Di is not known, except approximately in 
arcsine-root space.  More to the point, because of the restriction on a (or, more precisely, aNASS)  
and the bookkeeping constraint,  NASS will not be using a near-optimal zi

(γ), although it’s estimator 
can still be put in the form of equation (2) (which I will continue to call zi

(γ), without, I hope, undo 
confusion).  With this in mind, it is not clear to me that treating the γi NASS uses as fixed in the 
variance formula:   
 
v! = (1 � γi)2 zi

(γ)(1 � zi
(γ))/ni* + γi

2 a 
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is inappropriate when M is large.  When M is less than large, an analogous formula can be derived.  
 This does not render the Lahiri team’s variance formula useless, however.  It can still be 
calculated to estimate just what NASS loses by not using the optimal zi

(γ).                                        
What About Confidence Intervals? 
  
 Wald confidence intervals for proportions can extend below 0 and beyond 1.  Jiang et al. 
point out that the arcsine-root transform appears to be a cure for that.  
An alternative is to extend Wilson’s (1927) method;  e.g., compute a 95% confidence interval by 
solving the following for πi : 
 
                   *zi

(γ) � πi*                 
     �����������������������    <  1.96 , 
     {v!πi (1 � πi)/[zi

(γ)(1 � zi
(γ))]}1/2 

 
Squaring both sides leads to a easily solvable second degree polynomial in πi, which can be 
converted into a asymmetric confidence interval around zi*. 
 
Concluding Remarks 
 
 Although NASS will likely not use the jackknives proposed by Lahiri and his collaborators, 
I find them extremely useful in principle and remarkably intuitive (where what they extend was 
not).  NASS will also likely not use the arcsine-root transformation.  Nevertheless, I think it is fair 
to say that the exercise of studying what the Lahiri team had done will sharpen what NASS finally 
does.  
 
Reference 
 
Jiang, J.P., Lahiri, P., Wan S.-M, and Wu, C.-H., Jackknifing in the Fay-Herriot Model with an 
Example. [earlier in the Proceedings] 
  
Wilson, E.B. (1927).  Probable Inference, the Law of Succession, and Statistical Inference. Journal 
of the American Statistical Association, 22, 209, 212.  
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Future of the Funding Opportunities in Survey Research 



 The Immediate Future of the Funding Opportunity in Survey and Statistical Methodology 
      Monroe G. Sirken     

          National Center for Health Statistics 
 
 
 
 
Introduction 

There are two distinct periods in the future of the Funding Opportunity in Survey and Statistical 

Methodology.   My remarks deal with the immediate future - the period of time remaining in   

the existing arrangement between the National Science Foundation (NSF) and 12 Federal 

agencies of the Interagency Council on Statistical Policy (ICSP) to jointly support the Funding 

Opportunity.  Also, I’ll briefly discuss benefits of the Funding Opportunity already realized and 

others yet to be realized.  Nancy Kirkendall will discuss some of the options for continuing the 

Funding Opportunity after expiration of the existing NSF/ ICSP arrangement.  

  

The Immediate Future Of the Funding Opportunity 

Table 1 is essentially a roadmap of the Funding Opportunity during the entire period covered by 

the  NSF/ICSP funding arrangement.  The table heading shows three funding years, namely, 

1999, 2001, and 2002, and the table stub lists four milestones in each funding year cycle: 

 1)  NSF Funding Opportunity announcement issued; 

2)  Two-tiered project review and selection process conducted by NSF and Federal 

agency panels;  

3)  Seminars, such as this one, convened to review and discuss findings of funded 

research projects;   

 4) Funded projects are closed out. 

 

The 12 cells in Table 1 are labeled by the calendar years in which the milestones occur.  The 

length of a single funding year cycle, from issuance of the NSF announcement to close-out of  

funded projects, is about 5 years. The combined length of the three funded years cycles, from  

issuance of the NSF announcement in the first funding year  to close-out of projects in the third 

funding year, spans an  8-year period, 1998- 2005.  The Funding Opportunity is now about  

 111



midway into this 8-year period.   Milestones represented by the six cells above the jagged line 

have occurred or are in process of occurring.  Milestones represented by the six cells below the 

jagged line is the roadmap of immediate future of the Funding Opportunity. If we stay on course,  

research projects being funded this year and those funded next year, respectively, will  be 

presented at seminars, like this one, in years 2003 and  2005.  These seminars will provide 

opportunities for direct discourse between the principal investigators of funded research projects 

and the statistical staff of Federal agencies.  

 

The outlook for the immediate future of the Funding Opportunity is quite bright.  NSF and 

Federal agency funding is confirmed for the current funding year, 2001, and seems most likely to 

be forthcoming next year, 2002, the last funding year of the current NSF/ICSP arrangement.      

 

Benefits of the Funding Opportunity 

Establishing, developing and successfully testing the mechanism that runs the Funding 

Opportunity is, I believe, the outstanding achievement so far. The mechanism has two unusual 

features: 

a) a consortium of 12 Federal agencies in the ICSP and the NSF collaborates in 

supporting the Funding Opportunity; and 

b) the FCSM serves as the liaison between the ICSP and the NSF in administering the 

Funding Opportunity. 

 

The first listed feature is unusual because the agencies in the consortium are pooling their 

resources in order to collectively sustain a basic survey and statistical research program that 

benefits the entire Federal statistical system.   This kind of interagency coordination and 

collaboration is particularly remarkable because it is occurring in a decentralized Federal 

statistical system in which short-term demands of individual agencies are the norm. 

 

The second listed feature is unusual because, for the first time, the FCSM is actively engaged in 

fostering and coordinating an interagency collaborative research program.. This new FCSM 

activity represents an exciting extension of  FCSM’s normal activities involving preparation and 
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distribution of statistical policy working papers and sponsorship of research and statistical policy 

seminars. 

 

It is fair to say that the Funding Opportunity would never have happened except for the efforts of 

two individuals.  Cheryl Eavey, Chief of NSF Methodology, Measurement, and Statistics 

Program got the ball rolling with her offer to the ICSP to underwrite half of the funding for the 

Funding Opportunity during a three year period if Federal agencies agreed to provide matching 

funds.   Katherine Wallman, Chief Statistician, Chair of the ICSP, and head of the OMB Office 

of Statistical Policy that sponsors the FCSM, got the job done by lending her strong support and 

astute leadership to the cause.       

 

Concluding comments   

Ultimately, the success the Funding Opportunity will be judged by the impact that the research it 

supports will have on the programs of Federal statistical agencies. Though far too early to make 

that judgement, the quality of the papers and discussions presented at this Seminar are 

encouraging signs.    

 

   

 

 

 

 

  

    

 

 113



TABLE 1 
 

ROADMAP OF THE FUNDING OPPORTUNITY 
IN SURVEY AND STATISTICAL METHDOLOGY 

 
 
 
 

 FUNDING YEAR 
MILESTONES  1999 20022001
NSF announcement (closing date) 1998 2000 2000 
Project review & selection 1999 2001 2002 
Seminar presentation 2001 2003 2005 
Project close-out 2002 2004 2005 
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Future of the Funding Opportunity In Survey Research 
Nancy J. Kirkendall, Energy Information Administration 

 
To talk about the future, let me set the background with a little detail about our current operations.  
In 1998, the heads of the 13 largest statistical agencies, members of the Interagency Council on 
Statistical Policy (ICSP) agreed to participate in this jointly funded research program for 3 years.  In 
essence, the financial agreement was that each agency would provide $25K (budgets permitting) 
toward the funding opportunity, and the National Science Foundation (NSF) matched the aggregate 
contribution providing a total of about $600K.  However, in addition agencies can, and do, decide to 
contribute to the support of individual proposals that are of particular interest to them.   In the first 
year, only the Census Bureau contributed extra funding for specific projects.  In the second year, 
three agencies contributed extra funding.  This is significant, because it increases the pool of money 
available to fund proposals, thereby encouraging researchers to apply. 
 
The $25K contribution essentially buys agency participation in the government panel.  This funding 
opportunity uses two panels of experts.  The first is the usual peer review panel of experts selected 
by NSF.  This panel reviews the proposals to determine whether they have scientific merit.  Those 
that are judged to have scientific merit are further classified as to whether they are high, medium, or 
low importance.  The government panel of experts reviews the proposals that have scientific merit, 
as judged by the NSF panel.   The government panel is particularly focused on deciding which 
proposals have the greatest potential to provide results useful to Federal statistical agencies.  These 
are also classified as to whether they have high, medium, or low potential for providing useful 
results.  The opinions of both panels are used to determine the winning proposals.  NSF makes the 
final determination, in consultation with representatives of the Federal Committee on Statistical 
Methodology (FCSM), another partner in this research opportunity. 
 
Bad News and Good News. 
 
NSF has decided that in the future we will not have a separate proposal for Research in Survey and 
Statistical Methodology, at least in part because of the time and effort to manage a separate 
program.  However, NSF has agreed that the statistical agencies can participate in the regular 
Methodology, Measurement and Statistics program, and we can add a summary statement of our 
needs to the description of that funding opportunity.  On the positive side, this gives proposals of 
interest to the statistical agencies access to a larger amount of NSF money (if they are judged to 
have high importance by the scientific panel.)   Agencies will still be able to contribute funds, both 
as a consortium and to support research of interest to them.  The government panel can continue to 
operate in the same way and review the proposals that NSF’s expert panel judges to have scientific 
merit.   
 
The new approach may have an added advantage of providing Statistical Agencies more control 
over how their money is spent.  The question we need to answer for the future is how best to 
coordinate the activities of the statistical agencies.  Here are some options. 
 
Option 1a: Agencies each pay X dollars to “buy a seat” at the table of government experts.  X will 
be fairly small, because some of the agencies are small.   In addition, agencies will be encouraged to 
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authorize their expert to identify particular proposals of special interest to them (if any) and to 
contribute additional funding to those proposals. 
 
 Pro:   This helps to assure that the government experts review proposals from a Federal 

statistical system point of view. 
   

The government panel could actually make the decision as to which proposals to 
fund for the benefit of the statistical system.  (In the current model, the government 
panel advice is advisory.) 

 
  Agencies can also decide to contribute to projects of special interest. 
  
 Con: Even though X is small, smaller agencies object to paying for research that they do 

not think benefits them.    
 
Option 1b:   Similar to option 1a except large agencies pay X dollars, and small agencies pay Y 
dollars (X greater than Y) to “buy a seat” at the table of government experts. (Same pros and cons). 
 
Option 2: Statistical agencies convene a government expert panel, with no requirement for “up-
front-funding”.  The government experts will be authorized by their agency to identify particular 
proposals of special interest to them and to contribute additional funding to those proposals. 
 
 Pro: Agencies only pay for research that they think benefits them. 
 
  Government panel facilitates agency access to research proposals. 
 
  Individual agencies can decide to jointly fund specific proposals. 
 
 Con: Agencies do not necessarily act for the common good of the statistical system.    
 
These options are the ones I have thought of, and I would be very interested to hear comments on 
them, as well as any additional ideas anyone may have.  I would also be interested in expanding the 
list of pros and cons for these options.  One shortcoming of all options presented above is that none 
of them  addresses the issue of how to make the program more broadly accessible to smaller 
statistical agencies, those that are not represented on the ICSP.   
 
Our challenge over the next year is to come up with a specific proposal to take to the Interagency 
Council on Statistical Policy.  I think the leaders of the Statistical Agencies generally like the 
program we have now; or, at least, they like the idea of jointly sponsoring research.  The grumbling 
I have heard is from smaller agencies with limited budgets. Part of the reason for our current 
common research program is to provide the smaller agencies with access to research by leveraging 
our common interests.   The larger agencies already have mechanisms in place to sponsor research. 
As a result, they do not feel that they necessarily gain as much from the collaboration.  Although, 
one might say that the government panel provides a convenient way to identify specific proposals 
that could benefit their programs.  
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