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Abstract  

Objective: This paper presents the evaluation of two MeSH® 
indexing systems for French and English on a parallel corpus.  

Material and methods: We describe two automatic MeSH in-
dexing systems - MTI for English, and MAIF for French. The 
French version of the evaluation resources has been manually 
indexed with MeSH keyword/qualifier pairs. This professional 
indexing is used as our gold standard in the evaluation of 
both systems on keyword retrieval.  

Results: The English system (MTI) obtains significantly better 
precision and recall (78% precision and 21% recall at rank 1, 
vs. 37%. precision and 6% recall for MAIF ). Moreover, the 
performance of both systems can be optimised by the break-
age function used by the French system (MAIF), which selects 
an adaptive number of descriptors for each resource indexed. 

Conclusion: MTI achieves better performance. However, both 
systems have features that can benefit each other. 
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Introduction  

The Internet has become a very ubiquitous source of informa-
tion in numerous fields, including health. Several tools have 
been developed in order to meet the users' need to find pre-
cisely what they are looking for in terms of health information 
among the numerous documents available online. With Pub-
Med®1 and the MEDLINE® database, the U.S. National Li-
brary of Medicine (NLM) was among the pioneers in medical 
information retrieval. Today, the MEDLINE database con-

                                                           
1 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?  

tains 15 million MeSH-indexed resources in English. Since 
1995, CISMeF2 (French acronym of Catalogue and Index of 
Medical On-Line Resources) has been carrying on similar 
work on the most important resources of institutional health 
information in French [1]. It currently contains more than 
14,000 resources selected for health professionals (e.g. evi-
dence-based resources -  practice guidelines & consensus con-
ferences- and technical reports), medical students (e.g. lecture 
notes), and patients (e.g. patient education handouts). An av-
erage of 55 new resources are added each week. Indexing is a 
decisive step for the efficiency of information retrieval within 
both the MEDLINE database and CISMeF catalogue, and it is 
also one of the most time consuming tasks for the librarians. 
This observation shows that it is necessary to develop auto-
matic tools to assist the human indexers in their work. Such 
systems have been developed for MeSH indexing in English 
as early as the 1980s [2]. More recently, MeSH indexing tools 
have also been available for French. This paper presents the 
results of a comparative evaluation of two MeSH indexing 
systems, the Medical Text Indexer (MTI), which is used at the 
NLM to help with the indexing of English resources [9], and 
the MesH Automatic Indexer for French (MAIF) which is 
currently developed within the CISMeF team. The evaluation 
aims at assessing both the systems performance and the com-
plementarity of the methods implemented.  

Materials and Methods 

This section introduces the different elements involved in the 
evaluation, viz. the MeSH indexing systems developed both in 
the United States and France, the evaluation (parallel) corpus 
and the evaluation methods.  

NLM - Medical Text Indexer (MTI) 

MTI results from the combination of two MeSH Indexing 
methods. These methods are a Natural Language Processing 
(NLP) approach based on MetaMap Indexing (MMI) and a 
                                                           
2 http://www.cismef.org 



statistical, knowledge-based approach called PubMed Related 
Citations. MTI combines the results of the two methods by 
performing a specific post processing task. 
(1) The MMI method of discovering Unified Medical Lan-
guage System® (UMLS®)3 concepts consists of applying the 
MetaMap program [3] to a body of text and then scoring and 
ranking the resulting concepts using a combination of fre-
quency and relevance factors.  The UMLS concepts are then 
refined into MeSH terms using a Restrict to MeSH [4] method 
of restricting given UMLS concepts to the semantically clos-
est MeSH term. 
(2) The PubMed Related Citations method [5] indirectly com-
putes a ranked list of MeSH terms for a given title and ab-
stract by first finding the MEDLINE citations most closely 
related to the text based on the words they have in common 
with some adjustment for document length. The final list of 
MeSH terms are extracted from the MeSH fields of the related 
citations and are assigned the same score as that of the docu-
ment. 
A clustering algorithm then produces a single ranked list of 
recommended MeSH terms by combining the recommenda-
tions from both methods using term weights, co-occurrence 
information, and whether the term was found in the title or 
not. This final ranked list is then subjected to a battery of rules 
designed to filter out irrelevant indexing recommendations. 
These filtering rules are based somewhat on NLM indexing 
policy and also on experience with the data. MTI provides 
three levels of filtering depending on the balance of precision 
and recall required for the results. The strict filtering level 
removes all recommendations that were not supported by both 
of the MTI methods leaving a small list of very good recom-
mendations with high precision and low recall.  The medium 
filtering level uses the specific strength’s of each MTI method 
to help validate and remove recommendations that are too 
general or spurious, providing a good sized recommendations 
list with average precision and recall.  The base level of filter-
ing is done regardless of whether strict or medium filtering 
has been requested and where we apply rules based on actual 
Indexer rules and developed over time based on familiarity 
with the data.  The base level of filtering provides a reason-
able mix of good and bad recommendations with higher recall 
and lower precision then the other two levels.  The rules ap-
plied in the basic filtering level focus on five main areas: (1) 
addition, (2) removal, and (3) boosting of recommended terms 
based on the other terms in the list, (4) disambiguating known 
problematic recommendations based on a contextual review of 
the text and other terms in the list, and (5) the substitution of 
subheadings for main headings where applicable. 

MeSH Automatic Indexer for French (MAIF) 

MAIF is similar to MTI in that it is a combination of two 
MeSH indexing approaches: an NLP approach, and a statisti-
cal, knowledge-based approach. MAIF differs from MTI in 
the specifics of the two methods: 

                                                           
3 http://www.nlm.nih.gov/research/umls/about_umls.html  (last vis-
ited on 03/10/05) 

(1) The NLP approach (detailed in [6]) follows the three-step 
manual indexing procedure: analysis of the resource to be 
indexed, translation of the emerging concepts into the appro-
priate controlled vocabulary (here, the MeSH) and revision of 
the resulting index.  
First, a MeSH dictionary containing full MeSH terms and 
their variants is used to extract medical concepts. Dictionary 
entries contain a specific "form" of a MeSH term that is likely 
to appear in natural language text (i.e., the actual term, its in-
flected forms, its synonyms or an inflected form of a synonym 
...) as well as the MeSH term, itself. Therefore, all the variants 
of the concepts (inflected forms, synonyms, etc.) are taken 
into account to compute the frequency of each concept, and 
each is translated into its corresponding MeSH term. Accord-
ing to MeSH hierarchical information , the occurrences of 
ancestors are redistributed equally among occurring children 
in order to increase the score of the most precise terms. As 
recommended by [7], a tf*idf normalization is then used to 
compute relevance scores for each MeSH term. Moreover, 
recurring check tags are promoted to the top of the candidate 
list to ensure their selection. Eventually, indexing rules are 
applied in order to revise the candidate list before the final 
index selection using the breakage function described in [6]. 
The scores assigned to each MeSH candidate represent the 
likelihood of a candidate to be a good indexing term: the 
higher the score, the more likely it is that the corresponding 
MeSH term is good indexing candidate. Given a list of index-
ing candidates and the score that has been assigned to them, 
the breakage function is meant to point to indicate a breach of 
continuity in the scores, therefore highlighting the point in the 
candidate list where terms become significantly less likely to 
be correct indexing terms. This point is the "threshold", and 
the final index for a resource consists of all the terms ranked 
above this threshold.  
(2) The Knowledge Based approach is based on a reference 
method in the field of classification, namely the k-Nearest 
Neighbour (k-NN) method. The underlying principle is very 
straight-forward. Assuming that a collection of labelled re-
sources C is available, the distance between a new resource r 
and each resource of C is computed in order to select the k 
nearest neighbours to r. In our application, the resources are 
represented by a bag of words constituted by words of the title 
after stop word filtering. The distance between two resources 
is represented by the number of common title words.  
In the case of a one class classification, the most frequent 
class among the k neighbours is selected for the new resource. 
However, the indexing of a resource is composed of a set of 
MeSH keywords (or keyword/qualifier pairs) which size is 
unknown. In other words, there is no information on how 
many keywords (or pairs) should be selected to index a re-
source. Hence, the indexing of r consists of a set of MeSH 
candidates to which is assigned a score S (between 1 and k) 
according to the number of occurrences of the candidate in the 
indexing of the k neighbours. The final candidate selection is 
processed with the breakage function described in [6]. The 
combination of these two approaches in MAIF takes into ac-
count the relative score assigned to the terms by each ap-
proach. We compute the "relative score" of a term by dividing 
the score of the term according to the corresponding approach 



by the sum of all the scores assigned by this approach. There-
fore, the score resulting from the two approaches is the sum of 
the relative scores obtained from each approach. Subse-
quently, terms are ranked by decreasing scores. However, the 
terms that have been selected by the two approaches are pro-
moted at the top of the indexing.  
Although MAIF is able to retrieve isolated keywords, it was 
conceived to retrieve keyword/qualifier pairs. This latter con-
figuration will be used as a (semi)automatic indexing tool in 
the CISMeF indexing process. 

Evaluation corpus and measures 

Although the CISMeF catalogue is focusing on referencing 
French resources, it also includes multilingual resources, if 
one of the languages the resources are available in is French. 
Indeed, 1,550 CISMeF resources are available in French and 
English (about 11%4). Most of these resources come from 
governmental Canadian websites such as Health Canada5 and 
the Canadian Pediatric Association6, which guarantees high 
quality translation for the documents. The corpus used for this 
evaluation is composed of 51 resources randomly selected 
from the Canadian institutional health resources in the CIS-
MeF catalogue. It contains about 270,000 words altogether, 
which represents about 2 MB. These resources have been 
manually indexed by five professional indexers in the CIS-
MeF team. In the literature, manual indexing is considered to 
be the gold standard to which the automatic indexing pro-
duced by each system is compared, although the inter-expert 
variability is high. The average number of isolated keywords 
used by the indexers to index a resource in the evaluation cor-
pus is 5.86 +/- 5.03. The average number of keywords or 
keyword/qualifier pairs used to index a resource in the evalua-
tion corpus is 8.78 +/-  7.54.  
MTI was originally meant to index Medline citations, which 
are composed of the title and abstract of an article. Therefore, 
the text used to produce the automatic indexing is usually less 
than 300 words long. In the evaluation corpus used for this 
experiment, the average size of an English resource can be 
estimated to approximately 2.100 words, which is seven times 
longer. Therefore, in order to allow for a reasonable process-
ing time, the texts were segmented into sentences to produce 
about 2.000-character-long chunks. Each chunk was indexed 
independently with both MTI paths. The results were recom-
bined, and filtering was applied on the recombined results to 
create a set of indexing recommendations for the resource.   
The evaluation measures used are precision and recall. For a 
better comparison of the systems, we also used the F-measure, 
which combines both precision and recall with an equal 
weight [8]. More specifically, precision corresponds to the 
number of indexing terms properly retrieved over the total 
number of terms retrieved. Recall corresponds to the number 
of indexing terms properly retrieved over the total number of 
terms expected. In the gold standard (manual) indexing used 
as a reference, the indexing terms consist of MeSH key-
                                                           
4 Figures as of 03/07/05.  
5 http://www.hc-sc.gc.ca (last visited on 03/07/05) 
6 http://www.cps.ca/ (last visited on 03/07/05) 

word/qualifier pairs. However, MTI retrieves isolated key-
words. Therefore, we have focused the evaluation on the re-
trieval of keywords. We have considered that retrieving an 
isolated keyword, where the gold standard advocates the same 
keyword associated to a qualifier, was correct. For example, if 
<diabetes mellitus> was retrieved where <diabetes melli-
tus/drug therapy> was expected, we considered that the index 
term had been correctly retrieved. Similarly, if <diabetes mel-
litus/drug therapy> and <diabetes mellitus/prevention & con-
trol> were expected according to the gold standard, we con-
sidered that the automatic systems should retrieve the key-
word <diabetes mellitus>.  

Results 

Table 1 shows the precision and recall (P-R) obtained by each 
system at fixed ranks 1 through 10. With strict filtering, MTI 
retrieved more than 10 keywords for only 42 resources, there-
fore the figures may not be representative of the system per-
formance beyond rank 10. For 10 resources of the evaluation 
corpus, it was not possible to find 10 neighbors. Therefore, 
the figures presented in this table concern the 40 resources for 
which the k-NN method could be applied 
 

Rk MTI Strict CISMeF-NLP 
 

1 
3 
5 
7 

10 
T 

P – R – F 
78.43 -  21.24 - 33.42 
54.90 -  40.24 - 46.44 
40.78 -  45.67 - 43.09 
33.08 -  50.78 - 40.06 
26.74 -  55.60 - 36.12 
38.84 - 53.28 – 44.90 

(T=11.18)  

P – R – F 
54.90 -  9.71 - 16.50 

40.47 -  28.67 - 33.56 
30.59 -  32.63 - 31.57 
26.08 -  39.71 - 31.48 
22.60 -  49.42 - 31.02 
38.56 - 35.00 – 36.69 

(T=5.24)  
Rk MTI Medium MAIF 

 
1 
3 
5 
7 

10 
T 

P – R – F  
74.51 -  20.31 - 31.92 
49.65 -  36.00 - 41.74 
39.61 -  45.41 - 42.31 
31.37 -  49.69 - 38.46 
25.49 -  54.59 - 34.75 
36.88 - 59.40– 45.50 

(T=15.20)  

P – R – F 
37.25 -  6.14 - 10.54 

34.61 -  21.71 - 26.68 
26.27 -  26.75 - 26.51 
21.82 -  32.14 - 25.99 
18.24 -  39.29 - 24.91 
 27.20 - 36.06 – 31.01 

(T=7.46)  
Rk MTI Default CISMeF 10-NN 

 
1 
3 
5 
7 

10 
T 

P – R – F 
74.51 -  20.31 - 31.92 
50.29 -  36.20 - 42.10 
39.22 -  45.02 - 41.92 
31.10 -  48.84 - 38.00 
25.10 -  53.22 - 34.11 
33.64 - 61.82 – 43.57 

(T=20.90) 

P – R – F 
21.95 -  3.49 - 6.02 

14.56 -  8.05 - 10.37 
13.17 -  12.02 - 12.57 
13.95 -  16.61 - 15.16 
12.44 -  20.29 - 15.42 
12.35 -  23.18 – 16.11 

 (T=11.55)  

Table 1: Performance of each system at fixed ranks, and 
adaptive threshold. 

We have also used the breakage function described in [6]. The 
last line of Table 1 shows the average precision and recall at 
the threshold and the average threshold (between brackets). 



Figure 1 allows a comparison of the two systems through F-
measure.  

 
Figure 1: plot of F-Measure vs. fixed ranks for each indexing 

system. 

We can see that the F-measure increases until rank 3 and re-
mains stable until rank 10 for MAIF, while it increases until 
rank 2 for MTI and slowly decreases until rank 10. 

Discussion  

We consider the results we obtained to be representative be-
cause the evaluation corpus contained more than 30 resources, 
a minimum for statistical representativity. In addition, both 
MTI and MAIF have exhibited similar performance in previ-
ous evaluations on larger corpora presented in [9] for MTI  
and [10] for MAIF.   

Global performances of the systems 

MTI obtains the best overall results both at fixed ranks and at 
the threshold. As shown in Table 1, MTI achieves a better 
precision and recall than MAIF/CISMeF at all times. Figure 1 
reflects this observation, as MTI's F-measure curve is above 
that of CISMeF-NLP (except at rank 50).  
The difference in performance may result from several fac-
tors, related to the experimental condition of MAIF, differ-
ence in linguistic resources used, availability of bio-medical 
resources for French and English, and the method for combin-
ing the different approaches.  
(1) MeSH coverage by MAIF. The NLP approach used in 
MAIF currently works with a dictionary covering 60% of 
MeSH – the comprehensiveness of the dictionary is a key fac-
tor in system performance. Used on the same corpus with a 
previous version of the dictionary covering only 33% of 
MeSH [10], the NLP approach obtained significantly poorer 
results. Although it didn't have any influence on this particular 
study as the evaluation corpus is drawn from the CISMeF 
collection, it is important to stress that the k-NN approach is 
also limited in terms of MeSH coverage since the CISMeF 
catalogue uses about 50% of MeSH. 
(2) Difference in Linguistic resources. MTI, on the other 
hand, is able to cover 100% of MeSH, and also uses UMLS 
resources for its indexing. The UMLS metathesaurus contains 

biomedical terms from over 70 terminologies and provides 
semantic links between alternative names and views of the 
same concept in order to identify useful relationships between 
the concepts. Although considerable efforts are made towards 
increasing the number of linguistic resources available for 
French in the biomedical domain [10], a significant number of 
terms (including 50,000 MeSH entry terms) remain to be 
translated into French.  
(3) Combination of NLP and statistical, knowledge based 
methods. After combining the indexing recommendations 
obtained from the NLP and statistical approaches, MTI uses a 
filtering method to enhance the keyword list. As a direct result 
of this post-processing, precision and recall increase signifi-
cantly (e.g., at rank 3, precision with default (no) filtering is 
50% whereas precision with strict filtering is 54%). MAIF 
also uses some post-processing on the NLP approach, when 
indexing rules are applied. However, the impact on the global 
results is much less significant. Post processing is a decisive 
step for automatic indexing, as previous work [10] underlined 
that several MeSH indexing systems tend to retrieve keywords 
that are either too broad or too narrow to be considered ade-
quate. As some of these mistakes are recurring (e.g. retrieving 
keywords such as <disease> or <syndrome>) they may be 
corrected through post-processing. We can assume that the 
method used to process lengthy resources with MTI (segmen-
tation of the text, and recombination of the indexing recom-
mendations produced for each chunk) has little influence (be-
sides processing time) on the performance of the system since 
post-processing is applied on the recombined results, therefore 
considering the resource as a whole in a fundamental step of 
the indexing process.   
Among the keywords retrieved by MAIF that were not se-
lected by the human indexers, 52% were check tags (at rank 
1). The indexing rule to systematically select check tags may 
be over-enforced in MAIF. However, in a previous study [6] 
we have shown that there was a significant lack of check tags 
in CISMeF's manual indexing. Funk et al. [12] have shown 
that the inter-indexer consistency is at most 70%, which un-
derlines the subjectivity of the indexing task. In fact, a qualita-
tive analysis of the keywords retrieved by both systems but 
not by the human indexer indicates that these keywords are 
not irrelevant per se. Most of them are either too broad or too 
narrow to describe the resource adequately. A few keywords 
are actually relevant, and have been omitted by the human 
indexer, either by mistake, or due to time constraints in index-
ing the resource.  
The NLP approach used in MAIF performs better alone on 
this corpus than combined with the kNN approach. This 
clearly underlines the limits of the kNN approach, whose per-
formance strongly depends on the size of the "knowledge 
base" used. For MTI, the size of the database is 15 million 
citations, vs. 14,000 for MAIF. In 10 cases out of 50, it was 
not possible for MAIF to find 10 neighbors for resources to be 
indexed. Worse still, in some cases, the "nearest" neighbors in 
fact deal with different topics, and the resulting indexing is 
inadequate. Our previous evaluation study [10] shows that the 
k-NN approach performed better when used for pair indexing. 
In fact, for pair indexing, the combination of k-NN and NLP 



methods in MAIF gave better results than each method used 
separately.  

Added value of the Threshold function 

The threshold function is efficient for both MTI and MAIF in 
terms of maximizing precision. Precision at the threshold is 
comparatively higher than precision at the equivalent fixed 
rank (e.g. 39% at threshold 11 vs. 27% at rank 11 for MTI 
"Strict"). For MAIF, MTI "Default" and "Medium", the F-
measure at the Threshold is actually superior to the F-Measure 
at any given fixed rank (e.g. F-measure at the average thresh-
old 7 is 31 vs. 27 – maximum value at rank 4 for MAIF). For 
MTI "Strict" however, the F-measure  at the threshold is high, 
but it is not the highest (F-measure at threshold is 44,9 vs. 
46,4 – max at rank 2).  

Perspective 

This comparative study highlights that the two systems have 
complementary features. MTI performs very well in single 
keywords retrieval, and also provides a post processing 
method in order to improve the results further. On the other 
hand, MAIF is able to retrieve keyword/qualifier pairs almost 
as efficiently as single keywords, and provides a breakage 
function to select the optimal number of indexing terms for a 
given resource. The linguistic resources used by MAIF's NLP 
approach need to be enriched so as to deal with 100% of 
MeSH. Moreover, MAIF could integrate MTI's post-
processing method to improve its performance. Similarly, we 
are planning to adapt the pair retrieval technique used by 
MAIF for English pair retrieval in MTI. The breakage func-
tion could be used by both systems for fully automatic index-
ing.  

Conclusion  

This paper presents a comparative evaluation of two MeSH 
indexing systems for French and English through a parallel 
corpus. MeSH isolated keywords were retrieved by MAIF 
(French) and MTI (English) from the 50 resources of the 
evaluation corpus and compared to the manual gold standard. 
The best precision (78%) is achieved by MTI at rank 1, with 
Strict filtering. This performance can be explained by a larger 
MeSH coverage, the use of comprehensive linguistic re-
sources and an efficient keyword filtering method. Future 
work may involve using MTI's expertise to increase MAIF's 
performance, and adapting MAIF's specific features (key-
word/qualifier pair retrieval and adaptive threshold selection) 
for MTI. 
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