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Reports on Computer Systems Technology

The Information Technology Laboratory (ITL) at the National Institute of Standards and Technology
(NIST) promotes the U.S. economy and public welfare by providing technical leadership for the Nation’s
measurement and standards infrastructure. ITL develops tests, test methods, reference data, proof of
concept implementations, and technical analyses to advance the development and productive use of
information technology. ITL’s responsibilities include the development of management, administrative,
technical, and physical standards and guidelines for the cost-effective security and privacy of other than
national security-related information in Federal information systems. The Special Publication 800-series
reports on ITL’s research, guidelines, and outreach efforts in information system security, and its
collaborative activities with industry, government, and academic organizations.
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Authority

This publication has been developed by NIST to further its statutory responsibilities under the Federal
Information Security Management Act (FISMA), Public Law (P.L.) 107-347. NIST is responsible for
developing information security standards and guidelines, including minimum requirements for Federal
information systems, but such standards and guidelines shall not apply to national security systems
without the express approval of appropriate Federal officials exercising policy authority over such
systems. This guideline is consistent with the requirements of the Office of Management and Budget
(OMB) Circular A-130, Section 8b(3), Securing Agency Information Systems, as analyzed in Circular A-
130, Appendix IV: Analysis of Key Sections. Supplemental information is provided in Circular A-130,
Appendix 11, Security of Federal Automated Information Resources.

Nothing in this publication should be taken to contradict the standards and guidelines made mandatory
and binding on Federal agencies by the Secretary of Commerce under statutory authority. Nor should
these guidelines be interpreted as altering or superseding the existing authorities of the Secretary of
Commerce, Director of the OMB, or any other Federal official. This publication may be used by
nongovernmental organizations on a voluntary basis and is not subject to copyright in the United States.
Attribution would, however, be appreciated by NIST.
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Certain commercial entities, equipment, or materials may be identified in this document in order to
describe an experimental procedure or concept adequately. Such identification is not intended to imply
recommendation or endorsement by NIST, nor is it intended to imply that the entities, materials, or
equipment are necessarily the best available for the purpose.

There may be references in this publication to other publications currently under development by NIST
in accordance with its assigned statutory responsibilities. The information in this publication, including
concepts and methodologies, may be used by Federal agencies even before the completion of such
companion publications. Thus, until each publication is completed, current requirements, guidelines,
and procedures, where they exist, remain operative. For planning and transition purposes, Federal
agencies may wish to closely follow the development of these new publications by NIST.

Organizations are encouraged to review all draft publications during public comment periods and
provide feedback to NIST. All NIST publications, other than the ones noted above, are available at
http://csrc.nist.gov/publications.
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Abstract

Intrusion detection and prevention systems (IDPS) are focused on identifying possible incidents, logging
information about them, attempting to stop them, and reporting them to security administrators. In
addition, organizations use IDPSs for other purposes, such as identifying problems with security policies,
documenting existing threats, and deterring individuals from violating security policies. This publication
describes the characteristics of IDPS technologies and provides recommendations for designing,
implementing, configuring, securing, monitoring, and maintaining them. The types of IDPS technologies
are differentiated primarily by the types of events that they monitor and the ways in which they are
deployed. This publication discusses the following four types of IDPS technologies: network-based,
wireless, network behavior analysis (NBA), and host-based.
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Executive Summary

Intrusion detection is the process of monitoring the events occurring in a computer system or network and
analyzing them for signs of possible incidents, which are violations or imminent threats of violation of
computer security policies, acceptable use policies, or standard security practices. Intrusion prevention is
the process of performing intrusion detection and attempting to stop detected possible incidents. Intrusion
detection and prevention systems (IDPS)" are primarily focused on identifying possible incidents, logging
information about them, attempting to stop them, and reporting them to security administrators. In
addition, organizations use IDPSs for other purposes, such as identifying problems with security policies,
documenting existing threats, and deterring individuals from violating security policies. IDPSs have
become a necessary addition to the security infrastructure of nearly every organization.

IDPSs typically record information related to observed events, notify security administrators of important
observed events, and produce reports. Many IDPSs can also respond to a detected threat by attempting to
prevent it from succeeding. They use several response techniques, which involve the IDPS stopping the
attack itself, changing the security environment (e.g., reconfiguring a firewall), or changing the attack’s
content.

This publication describes the characteristics of IDPS technologies and provides recommendations for
designing, implementing, configuring, securing, monitoring, and maintaining them. The types of IDPS
technologies are differentiated primarily by the types of events that they monitor and the ways in which
they are deployed. This publication discusses the following four types of IDPS technologies:

m Network-Based, which monitors network traffic for particular network segments or devices and
analyzes the network and application protocol activity to identify suspicious activity

B Wireless, which monitors wireless network traffic and analyzes it to identify suspicious activity
involving the wireless networking protocols themselves

m Network Behavior Analysis (NBA), which examines network traffic to identify threats that generate
unusual traffic flows, such as denial of service (DoS) attacks, certain forms of malware, and policy
violations (e.g., a client system providing network services to other systems)

m Host-Based, which monitors the characteristics of a single host and the events occurring within that
host for suspicious activity.

Implementing the following recommendations should facilitate more efficient and effective intrusion
detection and prevention system use for Federal departments and agencies.

Organizations should ensure that all IDPS components are secured appropriately.

Securing IDPS components is very important because IDPSs are often targeted by attackers who want to
prevent the IDPSs from detecting attacks or want to gain access to sensitive information in the IDPSs,
such as host configurations and known vulnerabilities. IDPSs are composed of several types of
components, including sensors or agents, management servers, database servers, user and administrator
consoles, and management networks. All components’ operating systems and applications should be kept
fully up-to-date, and all software-based IDPS components should be hardened against threats. Specific

1 An intrusion detection system (IDS) is software that automates the intrusion detection process. An intrusion prevention system
(IPS) is software that has all the capabilities of an intrusion detection system and can also attempt to stop possible incidents.
IDS and IPS technologies offer many of the same capabilities, and administrators can usually disable prevention features in
IPS products, causing them to function as IDSs. Accordingly, for brevity the term intrusion detection and prevention system
(IDPS) is used throughout the rest of this guide to refer to both IDS and IPS technologies.
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protective actions of particular importance include creating separate accounts for each IDPS user and
administrator, restricting network access to IDPS components, and ensuring that IDPS management
communications are protected appropriately, such as encrypting them or transmitting them over a
physically or logically separate network. Administrators should maintain the security of the IDPS
components on an ongoing basis, including verifying that the components are functioning as desired,
monitoring the components for security issues, performing regular vulnerability assessments, responding
appropriately to vulnerabilities in the IDPS components, and testing and deploying IDPS updates.
Administrators should also back up configuration settings periodically and before applying updates to
ensure that existing settings are not inadvertently lost.

Organizations should consider using multiple types of IDPS technologies to achieve more
comprehensive and accurate detection and prevention of malicious activity.

The four primary types of IDPS technologies—network-based, wireless, NBA, and host-based—each
offer fundamentally different information gathering, logging, detection, and prevention capabilities. Each
technology type offers benefits over the others, such as detecting some events that the others cannot and
detecting some events with significantly greater accuracy than the other technologies. In many
environments, a robust IDPS solution cannot be achieved without using multiple types of IDPS
technologies. For most environments, a combination of network-based and host-based IDPS technologies
is needed for an effective IDPS solution. Wireless IDPS technologies may also be needed if the
organization determines that its wireless networks need additional monitoring or if the organization wants
to ensure that rogue wireless networks are not in use in the organization’s facilities. NBA technologies
can also be deployed if organizations desire additional detection capabilities for denial of service attacks,
worms, and other threats that NBAs are particularly well-suited to detecting. Organizations should
consider the different capabilities of each technology type along with other cost-benefit information when
selecting IDPS technologies.

Organizations planning to use multiple types of IDPS technologies or multiple products of the same
IDPS technology type should consider whether or not the IDPSs should be integrated.

Direct IDPS integration most often occurs when an organization uses multiple IDPS products from a
single vendor, by having a single console that can be used to manage and monitor the multiple products.
Some products can also mutually share data, which can speed the analysis process and help users to better
prioritize threats. A more limited form of direct IDPS integration is having one IDPS product provide data
for another IDPS product (but no data sharing in the opposite direction). Indirect IDPS integration is
usually performed with security information and event management (SIEM) software, which is designed
to import information from various security-related logs and correlate events among them. SIEM software
complements IDPS technologies in several ways, including correlating events logged by different
technologies, displaying data from many event sources, and providing supporting information from other
sources to help users verify the accuracy of IDPS alerts.

Before evaluating IDPS products, organizations should define the requirements that the products
should meet.

Evaluators need to understand the characteristics of the organization’s system and network environments,
so that a compatible IDPS can be selected that can monitor the events of interest on the systems and/or

networks. Evaluators should articulate the goals and objectives they wish to attain by using an IDPS, such
as stopping common attacks, identifying misconfigured wireless network devices, and detecting misuse of
the organization’s system and network resources. Evaluators should also review their existing security

policies, which serve as a specification for many of the features that the IDPS products need to provide. In
addition, evaluators should understand whether or not the organization is subject to oversight or review by

Xi
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another organization. If so, they should determine if that oversight authority requires IDPSs or other
specific system security resources. Resource constraints should also be taken into consideration by
evaluators. Evaluators also need to define specialized sets of requirements for the following:

B Security capabilities, including information gathering, logging, detection, and prevention
m Performance, including maximum capacity and performance features

B Management, including design and implementation (e.g., reliability, interoperability, scalability,
product security), operation and maintenance (including software updates), and training,
documentation, and technical support

m Life cycle costs, both initial and maintenance costs.

When evaluating IDPS products, organizations should consider using a combination of several
sources of data on the products’ characteristics and capabilities.

Common product data sources include test lab or real-world product testing, vendor-provided
information, third-party product reviews, and previous IDPS experience from individuals within the
organization and trusted individuals at other organizations. When using data from other parties,
organizations should consider the fidelity of the data because it is often presented without an explanation
of how it was generated. There are several major challenges in performing in-depth hands-on IDPS
testing, such as the considerable resources needed and the lack of a standard test methodology and test
suites, which often make it infeasible. However, limited IDPS testing is helpful for evaluating security
requirements, performance, and operation and maintenance capabilities.

xii
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1. Introduction

1.1 Authority

The National Institute of Standards and Technology (NIST) developed this document in furtherance of its
statutory responsibilities under the Federal Information Security Management Act (FISMA) of 2002,
Public Law 107-347.

NIST is responsible for developing standards and guidelines, including minimum requirements, for
providing adequate information security for all agency operations and assets; but such standards and
guidelines shall not apply to national security systems. This guideline is consistent with the requirements
of the Office of Management and Budget (OMB) Circular A-130, Section 8b(3), “Securing Agency
Information Systems,” as analyzed in A-130, Appendix IV: Analysis of Key Sections. Supplemental
information is provided in A-130, Appendix I11.

This guideline has been prepared for use by Federal agencies. It may be used by nongovernmental
organizations on a voluntary basis and is not subject to copyright, though attribution is desired.

Nothing in this document should be taken to contradict standards and guidelines made mandatory and
binding on Federal agencies by the Secretary of Commerce under statutory authority, nor should these
guidelines be interpreted as altering or superseding the existing authorities of the Secretary of Commerce,
Director of the OMB, or any other Federal official.

1.2 Purpose and Scope

This publication seeks to assist organizations in understanding intrusion detection system (IDS) and
intrusion prevention system (IPS) technologies and in designing, implementing, configuring, securing,
monitoring, and maintaining intrusion detection and prevention systems (IDPS). It provides practical,
real-world guidance for each of four classes of IDPS products: network-based, wireless, network behavior
analysis, and host-based. The publication also provides an overview of complementary technologies that
can detect intrusions, such as security information and event management software and network forensic
analysis tools. It focuses on enterprise IDPS solutions, but most of the information in the publication is
also applicable to standalone and small-scale IDPS deployments.

1.3 Audience

This document has been created for computer security staff and program managers, computer security
incident response teams (CSIRTSs), and system and network administrators who are responsible for
managing or monitoring IDPS technologies. This document does not assume that the reader has previous
experience with any IDPS technologies, but it does assume that the reader has experience with
information security.

1.4 Document Structure
The remainder of this document is organized into the following major sections:

B Section 2 provides an introduction to the basic concepts of intrusion detection and prevention.

B Section 3 gives an overview of IDPS technologies, including typical components, general detection
methodologies, and implementation and operation guidance.
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B Sections 4 through 7 contain detailed discussions of particular categories of IDPS technologies:

Section 4: Network-based
Section 5: Wireless
Section 6: Network behavior analysis

Section 7: Host-based

B Section 8 provides recommendations for using and integrating multiple IDPS technologies within an
enterprise.

B Section 9 gives guidance on IDPS product selection.

The document also contains appendices with supporting material. Appendices A and B contain a glossary
and acronym list, respectively. Appendix C lists references for the publication.
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Intrusion Detection and Prevention Principles

Intrusion detection is the process of monitoring the events occurring in a computer system or network and
analyzing them for signs of possible incidents, which are violations or imminent threats of violation of
computer security policies, acceptable use policies, or standard security practices. Incidents have many
causes, such as malware (e.g., worms, viruses), attackers gaining unauthorized access to systems from the
Internet, and authorized users of systems who misuse their privileges or attempt to gain additional
privileges for which they are not authorized. Although many incidents are malicious in nature, many
others are not; for example, a person might mistype the address of a computer and accidentally attempt to
connect to a different system without authorization.

An intrusion detection system (IDS) is software that automates the intrusion detection process. An
intrusion prevention system (IPS) is software that has all the capabilities of an intrusion detection system
and can also attempt to stop possible incidents. This section provides an overview of IDS and IPS
technologies as a foundation for the rest of the publication. It first explains how IDS and IPS technologies
can be used. Next, it describes the key functions that IDS and IPS technologies perform and the detection
methodologies that they use. Finally, it provides an overview of the major classes of IDS and IPS
technologies.

IDS and IPS technologies offer many of the same capabilities, and administrators can usually disable
prevention features in IPS products, causing them to function as IDSs. Accordingly, for brevity the term
intrusion detection and prevention systems (IDPS) is used throughout the rest of this guide to refer to both
IDS and IPS technologies.? Any exceptions are specifically noted.

2.1 Uses of IDPS Technologies

IDPSs are primarily focused on identifying possible incidents. For example, an IDPS could detect when
an attacker has successfully compromised a system by exploiting a vulnerability in the system. The IDPS
could then report the incident to security administrators, who could quickly initiate incident response
actions to minimize the damage caused by the incident.* The IDPS could also log information that could
be used by the incident handlers.” Many IDPSs can also be configured to recognize violations of security
policies. For example, some IDPSs can be configured with firewall ruleset-like settings, allowing them to
identify network traffic that violates the organization’s security or acceptable use policies. Also, some
IDPSs can monitor file transfers and identify ones that might be suspicious, such as copying a large
database onto a user’s laptop.

Many IDPSs can also identify reconnaissance activity, which may indicate that an attack is imminent. For
example, some attack tools and forms of malware, particularly worms, perform reconnaissance activities
such as host and port scans to identify targets for subsequent attacks. An IDPS might be able to block
reconnaissance and notify security administrators, who can take actions if needed to alter other security
controls to prevent related incidents. Because reconnaissance activity is so frequent on the Internet,
reconnaissance detection is often performed primarily on protected internal networks.

This term is used for the purposes of this publication. It has not been widely used in the security community, and the reason
for using it in this publication is strictly brevity, not to replace the well-established “IDS” and “IPS” terms.

If the IDPS had successfully prevented the attack, security administrators still might want to be notified of the attack. This is
particularly important if the target has a known vulnerability that the attack could have exploited. Attackers could potentially
use a different attack for the same vulnerability that the IDPS might not recognize.

A detailed discussion of incident response is outside the scope of this guide. For information on establishing an effective
incident response capability, see NIST Special Publication (SP) 800-61, Computer Security Incident Handling Guide, which
is available at http://csrc.nist.gov/publications/PubsSPs.html#800-61.



http://csrc.nist.gov/publications/PubsSPs.html#800-61

GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) (DRAFT)

In addition to identifying incidents and supporting incident response efforts, organizations have found
other uses for IDPSs, including the following:

B Identifying security policy problems. An IDPS can provide some degree of quality control for
security policy implementation, such as duplicating firewall rulesets and alerting when it sees
network traffic that should have been blocked by the firewall but was not because of a firewall
configuration error.

m Documenting the existing threat to an organization. IDPSs log information about the threats that
they detect. Understanding the frequency and characteristics of attacks against an organization’s
computing resources is helpful in identifying the appropriate security measures for protecting the
resources. The information can also be used to educate management about the threats that the
organization faces.

m Deterring individuals from violating security policies. If individuals are aware that their actions are
being monitored by IDPS technologies for security policy violations, they may be less likely to
commit such violations because of the risk of detection.

Because of the increasing dependence on information systems and the prevalence and potential impact of
intrusions against those systems, IDPSs have become a necessary addition to the security infrastructure of
nearly every organization.

2.2 Key Functions of IDPS Technologies

There are many types of IDPS technologies, which are differentiated primarily by the types of events that
they can recognize and the methodologies that they use to identify incidents. In addition to monitoring
and analyzing events to identify undesirable activity, all types of IDPS technologies typically perform the
following functions:

B Recording information related to observed events. Information is usually recorded locally, and
might also be sent to separate systems such as centralized logging servers, security information and
event management (SIEM) solutions, and enterprise management systems.

m Notifying security administrators of important observed events. This notification, known as an
alert, occurs through any of several methods, including the following: emails, pages, messages on the
IDPS user interface, Simple Network Management Protocol (SNMP) traps, syslog messages, and
user-defined programs and scripts. A notification message typically includes only basic information
regarding an event; administrators need to access the IDPS for additional information.

B Producing reports. Reports summarize the monitored events or provide details on particular events
of interest.

Some IDPSs are also able to change their security profile when a new threat is detected. For example, an

IDPS might be able to collect more detailed information for a particular session after malicious activity is
detected within that session. An IDPS might also alter the settings for when certain alerts are triggered or
what priority should be assigned to subsequent alerts after a particular threat is detected.

IPS technologies are differentiated from IDS technologies by one characteristic: IPS technologies can
respond to a detected threat by attempting to prevent it from succeeding. They use several response
techniques, which can be divided into the following groups:
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B The IPS stops the attack itself. Examples of how this could be done are as follows:
— Terminate the network connection or user session that is being used for the attack

— Block access to the target (or possibly other likely targets) from the offending user account, IP
address, or other attacker attribute

— Block all access to the targeted host, service, application, or other resource.

m The IPS changes the security environment. The IPS could change the configuration of other
security controls to disrupt an attack. Common examples are reconfiguring a network device (e.g.,
firewall, router, switch) to block access from the attacker or to the target, and altering a host-based
firewall on a target to block incoming attacks. Some IPSs can even cause patches to be applied to a
host if the IPS detects that the host has vulnerabilities.

B The IPS changes the attack’s content. Some IPS technologies can remove or replace malicious
portions of an attack to make it benign. A simple example is an IPS removing an infected file
attachment from an email and then permitting the cleaned email to reach its recipient. A more
complex example is an IPS that acts as a proxy and normalizes incoming requests, which means that
the proxy repackages the payloads of the requests, discarding header information. This might cause
certain attacks to be discarded as part of the normalization process.

Another common attribute of IDPS technologies is that they cannot provide completely accurate
detection. When an IDPS incorrectly identifies benign activity as being malicious, a false positive has
occurred. When an IDPS fails to identify malicious activity, a false negative has occurred. It is not
possible to eliminate all false positives and negatives; in most cases, reducing the occurrences of one
increases the occurrences of the other. Many organizations choose to decrease false negatives at the cost
of increasing false positives, which means that more malicious events are detected but more analysis
resources are needed to differentiate false positives from true malicious events. Altering the configuration
of an IDPS to improve its detection accuracy is known as tuning.

Most IDPS technologies also offer features that compensate for the use of common evasion techniques.
Evasion is modifying the format or timing of malicious activity so that its appearance changes but its
effect is the same. Attackers use evasion techniques to try to prevent IDPS technologies from detecting
their attacks. For example, an attacker could encode text characters in a particular way, knowing that the
target understands the encoding and hoping that any monitoring IDPSs do not. Most IDPS technologies
can overcome common evasion techniques by duplicating special processing performed by the targets. If
the IDPS can “see” the activity in the same way that the target would, then evasion techniques will
generally be unsuccessful at hiding attacks.

2.3 Common Detection Methodologies

IDPS technologies use many methodologies to detect incidents. Sections 2.3.1 through 2.3.3 discuss the
primary classes of detection methodologies: signature-based, anomaly-based, and stateful protocol
analysis, respectively. Most IDPS technologies use multiple detection methodologies, either separately or
integrated, to provide more broad and accurate detection.
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2.3.1 Signature-Based Detection

A signature is a pattern that corresponds to a known threat. Signature-based detection is the process of
comparing signatures against observed events to identify possible incidents.> Examples of signatures are
as follows:

B A telnet attempt with a username of “root”, which is a violation of an organization’s security policy

B An email with a subject of “Free pictures!” and an attachment filename of “freepics.exe”, which are
characteristics of a known form of malware

B An operating system log entry with a status code value of 645, which indicates that the host’s auditing
has been disabled.

Signature-based detection is very effective at detecting known threats but largely ineffective at detecting
previously unknown threats, threats disguised by the use of evasion techniques, and many variants of
known threats. For example, if an attacker modified the malware in the previous example to use a
filename of “freepics2.exe”, a signature looking for “freepics.exe” would not match it.

Signature-based detection is the simplest detection method because it just compares the current unit of
activity, such as a packet or a log entry, to a list of signatures using string comparison operations.
Signature-based detection technologies have little understanding of many network or application
protocols and cannot track and understand the state of complex communications. For example, they
cannot pair a request with the corresponding response, such as knowing that a request to a web server for
a particular page generated a response status code of 403, meaning that the server refused to fill the
request. They also lack the ability to remember previous requests when processing the current request.
This limitation prevents signature-based detection methods from detecting attacks that comprise multiple
events if none of the events contains a clear indication of an attack.

2.3.2 Anomaly-Based Detection

Anomaly-based detection is the process of comparing definitions of what activity is considered normal
against observed events to identify significant deviations. An IDPS using anomaly-based detection has
profiles that represent the normal behavior of such things as users, hosts, network connections, or
applications. The profiles are developed by monitoring the characteristics of typical activity over a period
of time. For example, a profile for a network might show that email activity comprises an average of 13%
of network bandwidth at the Internet border during typical workday hours. The IDPS then uses statistical
methods to compare the characteristics of current activity to thresholds related to the profile, such as
detecting when email activity comprises significantly more bandwidth than expected and alerting an
administrator of the anomaly. Profiles can be developed for many behavioral attributes, such as the
number of web pages visited by a user, the number of failed login attempts for a host, and the level of
processor usage for a host in a given period of time.

The major benefit of anomaly-based detection methods is that they can be very effective at detecting
previously unknown threats. For example, suppose that a computer becomes infected with a new type of
malware. The malware could consume the computer’s processing resources, send large numbers of

Signature-based detection is sometimes referred to as misuse detection, but this publication does not use that term because it
implies that misuse is only detected using signatures, which is not true. Also, signature-based detection is considered by
some parties to include stateful protocol analysis, as described in Section 2.3.3. For the purposes of this publication,
signature-based detection is defined so as not to include stateful protocol analysis, but other publications may have different
definitions.
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emails, initiate large numbers of network connections, and perform other behavior that would be
significantly different from the established profiles for the computer.

An initial profile is generated over a period of time (typically days, sometimes weeks) sometimes called a
training period. Profiles for anomaly-based detection can either be static or dynamic. Once generated, a
static profile is unchanged unless the IDPS is specifically directed to generate a new profile. A dynamic
profile is adjusted constantly as additional events are observed. Because systems and networks change
over time, the corresponding measures of normal behavior also change; a static profile will eventually
become inaccurate, so it needs to be regenerated periodically. Dynamic profiles do not have this problem,
but they are susceptible to evasion attempts from attackers. For example, an attacker can perform small
amounts of malicious activity occasionally, then slowly increase the frequency and quantity of activity. If
the rate of change is sufficiently slow, the IDPS might think the malicious activity is normal behavior and
include it in its profile. Malicious activity might also be observed by an IDPS while it builds its initial
profiles.

Inadvertently including malicious activity as part of a profile is a common problem with anomaly-based
IDPS products. (In some cases, administrators can modify the profile to exclude activity in the profile that
is known to be malicious.) Another problem with building profiles is that it can be very challenging in
some cases to make them accurate, because computing activity can be so complex. For example, if a
particular maintenance activity that performs large file transfers occurs only once a month, it might not be
observed during the training period; when the maintenance occurs, it is likely to be considered a
significant deviation from the profile and trigger an alert. Anomaly-based IDPS products often produce
many false positives because of benign activity that deviates significantly from profiles, especially in
more diverse or dynamic environments. Another noteworthy problem with the use of anomaly-based
detection techniques is that it is often difficult for analysts to determine why a particular alert was
generated and to validate that an alert is accurate and not a false positive, because of the complexity of
events and number of events that may have caused the alert to be generated.

2.3.3 Stateful Protocol Analysis

Stateful protocol analysis is the process of comparing predetermined profiles of generally accepted
definitions of benign protocol activity for each protocol state against observed events to identify
deviations.® Unlike anomaly-based detection, which uses host or network-specific profiles, stateful
protocol analysis relies on vendor-developed universal profiles that specify how particular protocols
should and should not be used. The “stateful” in stateful protocol analysis means that the IDPS is capable
of understanding and tracking the state of network, transport, and application protocols that have a notion
of state. For example, when a user starts a File Transfer Protocol (FTP) session, the session is initially in
the unauthenticated state. Unauthenticated users should only perform a few commands in this state, such
as viewing help information or providing usernames and passwords. An important part of understanding
state is pairing requests with responses, so when an FTP authentication attempt occurs, the IDPS can
determine if it was successful by finding the status code in the corresponding response. Once the user has
authenticated successfully, the session is in the authenticated state, and users are expected to perform any
of several dozen commands. Performing most of these commands while in the unauthenticated state
would be considered suspicious, but in the authenticated state performing most of them is considered
benign.

Some vendors use the term “deep packet inspection” to refer to performing some type of stateful protocol analysis, often
combined with a firewall capability that can block communications determined to be malicious. This publication uses the
term “stateful protocol analysis” because it is appropriate for analyzing both network-based and host-based activity, whereas
“deep packet inspection” is an appropriate term for network-based activity only. Also, historically there has not been
consensus in the security community as to the meaning of “deep packet inspection”.
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Stateful protocol analysis can identify unexpected sequences of commands, such as issuing the same
command repeatedly or issuing a command without first issuing a command upon which it is dependent.
Another state tracking feature of stateful protocol analysis is that for protocols that perform
authentication, the IDPS can keep track of the authenticator used for each session, and record the
authenticator used for suspicious activity. This is helpful when investigating an incident. Some IDPSs can
also use the authenticator information to define acceptable activity differently for multiple classes of users
or specific users.

The “protocol analysis” performed by stateful protocol analysis methods usually includes reasonableness
checks for individual commands, such as minimum and maximum lengths for arguments. If a command
typically has a username argument, and usernames have a maximum length of 20 characters, then an
argument with a length of 1000 characters is suspicious. If the large argument contains binary data, then it
iS even more suspicious.

Stateful protocol analysis methods use protocol models, which are typically based primarily on protocol
standards from software vendors and standards bodies (e.g., Internet Engineering Task Force [IETF]
Request for Comments [RFC]). The protocol models also typically take into account variances in each
protocol’s implementation. Many standards are not exhaustively complete in explaining the details of the
protocol, which causes variations among implementations. Also, many vendors either violate standards or
add proprietary features, some of which may replace features from the standards. For proprietary
protocols, complete details about the protocols are often not available, making it difficult for IDPS
technologies to perform comprehensive, accurate analysis. As protocols are revised and vendors alter
their protocol implementations, IDPS protocol models need to be updated to reflect those changes.

The primary drawback to stateful protocol analysis methods is that they are very resource-intensive
because of the complexity of the analysis and the overhead involved in performing state tracking for
many simultaneous sessions. Another serious problem is that stateful protocol analysis methods cannot
detect attacks that do not violate the characteristics of generally acceptable protocol behavior, such as
performing many benign actions in a short period of time to cause a denial of service. Yet another
problem is that the protocol model used by an IDPS might conflict with the way the protocol is
implemented in particular versions of specific applications and operating systems, or how different client
and server implementations of the protocol interact.

2.4 Types of IDPS Technologies

There are many types of IDPS technologies. For the purposes of this document, they are divided into the
following four groups based on the type of events that they monitor and the ways in which they are
deployed:

m Network-Based, which monitors network traffic for particular network segments or devices and
analyzes the network and application protocol activity to identify suspicious activity. It can identify
many different types of events of interest. It is most commonly deployed at a boundary between
networks, such as in proximity to border firewalls or routers, virtual private network (VPN) servers,
remote access servers, and wireless networks. Section 4 contains extensive information on network-
based IDPS technologies.

B Wireless, which monitors wireless network traffic and analyzes its wireless networking protocols to
identify suspicious activity involving the protocols themselves. It cannot identify suspicious activity
in the application or higher-layer network protocols (e.g., TCP, UDP) that the wireless network traffic
is transferring. It is most commonly deployed within range of an organization’s wireless network to
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monitor it, but can also be deployed to locations where unauthorized wireless networking could be
occurring. More information on wireless IDPSs is presented in Section 5.

m Network Behavior Analysis (NBA), which examines network traffic to identify threats that generate
unusual traffic flows, such as distributed denial of service (DDoS) attacks, certain forms of malware
(e.g., worms, backdoors), and policy violations (e.g., a client system providing network services to
other systems). NBA systems are most often deployed to monitor flows on an organization’s internal
networks, and are also sometimes deployed where they can monitor flows between an organization’s
networks and external networks (e.g., the Internet, business partners’ networks). NBA products are
discussed in more detail in Section 6.

B Host-Based, which monitors the characteristics of a single host and the events occurring within that
host for suspicious activity. Examples of the types of characteristics a host-based IDPS might monitor
are network traffic (only for that host), system logs, running processes, application activity, file
access and modification, and system and application configuration changes. Host-based IDPSs are
most commonly deployed on critical hosts such as publicly accessible servers and servers containing
sensitive information. Section 7 contains additional information on host-based IDPSs.

Some forms of IDPS are more mature than others because they have been in use much longer. Network-
based IDPS and some forms of host-based IDPS have been commercially available for over fifteen years.
Network behavior analysis software is a somewhat newer form of IDPS that evolved in part from
products created primarily to detect DDoS attacks, and in part from products developed to monitor traffic
flows on internal networks. Wireless technologies are a comparatively new type of IDPS, developed in
response to the popularity of wireless local area networks (WLAN) and the growing threats against
WLANSs and WLAN clients.

2.5 Summary

Intrusion detection is the process of monitoring the events occurring in a computer system or network and
analyzing them for signs of possible incidents, which are violations or imminent threats of violation of
computer security policies, acceptable use policies, or standard security practices. Intrusion prevention is
the process of performing intrusion detection and attempting to stop detected possible incidents. Intrusion
detection and prevention systems (IDPS) are primarily focused on identifying possible incidents, logging
information about them, attempting to stop them, and reporting them to security administrators. In
addition, organizations use IDPSs for other purposes, such as identifying problems with security policies,
documenting existing threats, and deterring individuals from violating security policies. IDPSs have
become a necessary addition to the security infrastructure of nearly every organization.

There are many types of IDPS technologies, which are differentiated primarily by the types of events that
they can recognize and the methodologies that they use to identify possible incidents. This publication
discusses the following four types of IDPS technologies:

B Network-Based, which monitors network traffic for particular network segments or devices and
analyzes the network and application protocol activity to identify suspicious activity.

B Wireless, which monitors wireless network traffic and analyzes it to identify suspicious activity
involving the wireless networking protocols themselves.

m Network Behavior Analysis (NBA), which examines network traffic to identify threats that generate
unusual traffic flows, such as DDoS attacks, scanning, and certain forms of malware.

m Host-Based, which monitors the characteristics of a single host and the events occurring within that
host for suspicious activity.
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IDPSs typically record information related to observed events, notify security administrators of important
observed events, and produce reports. Many IDPSs can also respond to a detected threat by attempting to
prevent it from succeeding. They use several response techniques, which involve the IDPS stopping the
attack itself, changing the security environment (e.g., reconfiguring a firewall), or changing the attack’s
content.

IDPSs cannot provide completely accurate detection; they all generate false positives (incorrectly
identifying benign activity as malicious) and false negatives (failing to identify malicious activity). Many
organizations choose to tune IDPSs so that false negatives are decreased and false positives increased,
which necessitates additional analysis resources to differentiate false positives from true malicious events.
Most IDPSs also offer features that compensate for the use of common evasion techniques, which modify
the format or timing of malicious activity to alter its appearance but not its effect, to attempt to avoid
detection by IDPSs.

Most IDPSs use multiple detection methodologies, either separately or integrated, to provide more broad
and accurate detection. The primary classes of detection methodologies are as follows:

B Signature-based, which compares known threat signatures to observed events to identify incidents.
This is very effective at detecting known threats but largely ineffective at detecting unknown threats
and many variants on known threats. Signature-based detection cannot track and understand the state
of complex communications, so it cannot detect most attacks that comprise multiple events.

B Anomaly-based detection, which compares definitions of what activity is considered normal against
observed events to identify significant deviations. This method uses profiles that are developed by
monitoring the characteristics of typical activity over a period of time. The IDPS then compares the
characteristics of current activity to thresholds related to the profile. Anomaly-based detection
methods can be very effective at detecting previously unknown threats. Common problems with
anomaly-based detection are inadvertently including malicious activity within a profile, establishing
profiles that are not sufficiently complex to reflect real-world computing activity, and generating
many false positives.

m Stateful protocol analysis, which compares predetermined profiles of generally accepted definitions
of benign protocol activity for each protocol state against observed events to identify deviations.
Unlike anomaly-based detection, which uses host or network-specific profiles, stateful protocol
analysis relies on vendor-developed universal profiles that specify how particular protocols should
and should not be used. It is capable of understanding and tracking the state of protocols that have a
notion of state, which allows it to detect many attacks that other methods cannot. Problems with
stateful protocol analysis include that it is often very difficult or impossible to develop completely
accurate models of protocols, it is very resource-intensive, and it cannot detect attacks that do not
violate the characteristics of generally acceptable protocol behavior.

10
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3. IDPS Technologies

This section provides an overview of IDPS technologies. The information presented in this section applies
to all types of IDPS products; additional information specific to each product type is presented in Sections
4 through 7. This section first covers the major components of IDPS technologies and explains the
architectures typically used for deploying the components. It also provides a high-level description of the
security capabilities of the technologies, including the methodologies they use to identify suspicious
activity. The rest of the section discusses the management capabilities of the technologies, including
detailed recommendations for implementation and operation.

3.1 Components and Architecture

This section describes the major components of IDPS solutions and illustrates the most common network
architectures for these components.

3.1.1 Typical Components
The typical components in an IDPS solution are as follows:

B Sensor or Agent. Sensors and agents monitor and analyze activity. The term sensor is typically used
for IDPSs that monitor networks, including network-based, wireless, and network behavior analysis
technologies. The term agent is typically used for host-based IDPS technologies.

B Management Server. A management server is a centralized device that receives information from
the sensors or agents and manages them.” Some management servers perform analysis on the event
information that the sensors or agents provide and can identify events that the individual sensors or
agents cannot. Matching event information from multiple sensors or agents, such as finding events
triggered by the same IP address, is known as correlation. Management servers are available as both
appliance and software-only products. Some small IDPS deployments do not use any management
servers, but most IDPS deployments do. In larger IDPS deployments, there are often multiple
management servers, and in some cases there are two tiers of management servers.

B Database Server. A database server is a repository for event information recorded by sensors,
agents, and/or management servers. Many IDPSs provide support for database servers.

B Console. A console is a program that provides an interface for the IDPS’s users and administrators.
Console software is typically installed onto standard desktop or laptop computers. Some consoles are
used for IDPS administration only, such as configuring sensors or agents and applying software
updates, while other consoles are used strictly for monitoring and analysis. Some IDPS consoles
provide both administration and monitoring capabilities.

3.1.2 Network Architectures

IDPS components can be connected to each other through an organization’s standard networks or through
a separate network strictly designed for security software management known as a management network.
If a management network is used, each sensor or agent host has an additional network interface known as
a management interface that connects to the management network. Also, each sensor or agent host is
unable to pass any traffic between its management interface and any of its other network interfaces. The

T Because this publication focuses on enterprise IDPS deployment, it assumes that management servers are used with sensors

and agents. However, some types of IDPS sensors and agents can be deployed standalone, and managed and monitored
directly by administrators without using a management server.

11
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management servers, database servers, and consoles are attached to the management network only. This
architecture effectively isolates the management network from the production networks. The benefits of
doing this are to conceal the existence and identity of the IDPS from attackers; to protect the IDPS from
attack; and to ensure that the IDPS has adequate bandwidth to function under adverse conditions (e.g.,
worm attack or distributed denial of service [DDoS] on the monitored networks). Disadvantages of using
a management network include the additional costs in networking equipment and other hardware (e.g.,
PCs for the consoles) and the inconvenience for IDPS users and administrators of using separate
computers for IDPS management and monitoring.

If an IDPS is deployed without a separate management network, another way of improving IDPS security
is to create a virtual management network using a virtual local area network (VLAN) within the standard
networks. Using a VLAN provides protection for IDPS communications, but not as much protection as a
separate management network. For example, misconfiguration of the VLAN could lead to the exposure of
IDPS data. Another concern is that under adverse conditions, such as DDoS attacks or major malware
incidents, the network devices shared by the organization’s primary networks and VLAN might become
completely saturated, negatively impacting the availability and performance of the IDPS.

3.2 Security Capabilities

Most IDPS technologies can provide a wide variety of security capabilities. Sections 3.2.1 through 3.2.4
describe common security capabilities, divided into four categories: information gathering, logging,
detection, and prevention, respectively.

3.2.1 Information Gathering Capabilities

Some IDPS technologies offer information gathering capabilities, such as collecting information on hosts
or networks from observed activity. Examples include identifying hosts and the operating systems and
applications that they use, and identifying general characteristics of the network.

3.2.2 Logging Capabilities

IDPSs typically perform extensive logging of data related to detected events. This data can be used to
confirm the validity of alerts, investigate incidents, and correlate events between the IDPS and other
logging sources. Data fields commonly used by IDPSs include event date and time, event type,
importance rating (e.g., priority, severity, impact, confidence), and prevention action performed (if any).
Specific types of IDPSs log additional data fields, such as network-based IDPSs performing packet
captures and host-based IDPSs recording user IDs. IDPS technologies typically permit administrators to
store logs locally and send copies of logs to centralized logging servers (e.g., syslog, security information
and event management software). Generally, logs should be stored both locally and centrally to support
the integrity and availability of the data (e.g., a compromise of the IDPS could allow attackers to alter or
destroy its logs).? Also, IDPSs should have their clocks synchronized using the Network Time Protocol
(NTP) or through frequent manual adjustments so that their log entries have accurate timestamps.®

For additional information on log management, see NIST SP 800-92, Guide to Computer Security Log Management, which
is available at http://csrc.nist.gov/publications/PubsSPs.html#800-92.

NIST SP 800-86, Guide to Integrating Forensic Techniques into Incident Response, contains additional information on the
importance of clock synchronization for investigating events and correlating information across systems. The publication is
available at http://csrc.nist.gov/publications/PubsSPs.html#800-86.

12
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3.2.3 Detection Capabilities

IDPS technologies typically offer extensive, broad detection capabilities. Most products use a
combination of detection techniques, which generally supports more accurate detection and more
flexibility in tuning and customization. The types of events detected and the typical accuracy of detection
vary greatly depending on the type of IDPS technology. Most IDPSs require at least some tuning and
customization to improve their detection accuracy, usability, and effectiveness, such as setting the
prevention actions to be performed for particular alerts. Technologies vary widely in their tuning and
customization capabilities. Typically, the more powerful a product’s tuning and customization capabilities
are, the more its detection accuracy can be improved from the default configuration. Organizations should
carefully consider the tuning and customization capabilities of IDPS technologies when evaluating
products. Examples of such capabilities are as follows:

B Thresholds. A threshold is a value that sets the limit between normal and abnormal behavior.
Thresholds usually specify a maximum acceptable level, such as x failed connection attempts in 60
seconds, or x characters for a filename length. Thresholds are most often used for anomaly-based
detection and stateful protocol analysis.

m Blacklists and Whitelists. A blacklist is a list of discrete entities, such as hosts, TCP or UDP port
numbers, ICMP types and codes, applications, usernames, URLSs, filenames, or file extensions, that
have been previously determined to be associated with malicious activity. Blacklists are typically
used to allow IDPSs to recognize and block activity that is highly likely to be malicious, and may also
be used to assign a higher priority to alerts that match entries on the blacklists. Some IDPSs generate
dynamic blacklists that are used to temporarily block recently detected threats (e.g., activity from an
attacker’s IP address). A whitelist is a list of discrete entities that are known to be benign. Whitelists
are typically used on a granular basis, such as protocol-by-protocol, to reduce or ignore false positives
involving known benign activity from trusted hosts. Whitelists and blacklists are most commonly
used in signature-based detection and stateful protocol analysis.

B Alert Settings. Most IDPS technologies allow administrators to customize each alert type. Examples
of actions that can be performed on an alert type include the following:

— Toggling it on or off™

— Setting a default priority or severity level

— Specifying what information should be recorded and what notification methods (e.g., email,
instant messaging) should be used

— Specifying which prevention capabilities should be used.

Some products also suppress alerts if an attacker generates many alerts in a short period of time, and
may also temporarily ignore all future traffic from the attacker. This is to prevent the IDPS from
being overwhelmed by alerts.

m Code Viewing and Editing. Some IDPS technologies permit administrators to see some or all of the
detection-related code. This is usually limited to signatures, but some technologies allow
administrators to see additional code, such as programs used to perform stateful protocol analysis.
Viewing the code can help analysts to determine why particular alerts were generated, helping to

10 In some IDPS technologies, turning off an alert also disables related detection capabilities; in other products, the detection

processing is still done but an alert message is not generated. For technologies in the first category, shutting off unneeded
alerts can reduce the load on the IDPS.
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validate alerts and identify false positives. The ability to edit all detection-related code and write new
code (e.g., new signatures) is necessary to fully customize certain types of detection capabilities. For
example, a particular alert might be generated by a complex series of events involving several code
modules; customizing the IDPS to understand organization-specific characteristics might not be
possible without editing the code directly. Editing the code requires programming and intrusion
detection skills; also, some IDPSs use proprietary programming languages, which would necessitate
the programmer learning a new language. Bugs introduced into the code during the customization
process could cause the IDPS to function incorrectly or fail altogether, so administrators should treat
code customization as they would any other alteration of production systems’ code.

Administrators should review tuning and customizations periodically to ensure that they are still accurate.
For example, whitelists and blacklists should be checked regularly and all entries validated to ensure that
they are still accurate and necessary. Thresholds and alert settings might need to be adjusted periodically
to compensate for changes in the environment and in threats. Edits to detection code might need to be
replicated whenever the product is updated (e.g., patched, upgraded). Administrators should also ensure
that any products collecting baselines for anomaly-based detection have their baselines rebuilt
periodically as needed to support accurate detection.

3.2.4 Prevention Capabilities

Most IDPSs offer multiple prevention capabilities; the specific capabilities vary by IDPS technology type.
IDPSs usually allow administrators to specify the prevention capability configuration for each type of
alert. This usually includes enabling or disabling prevention, as well as specifying which type of
prevention capability should be used. Some IDPS sensors have a learning or simulation mode that
suppresses all prevention actions and instead indicates when a prevention action would have been
performed. This allows administrators to monitor and fine-tune the configuration of the prevention
capabilities before enabling prevention actions, which reduces the risk of inadvertently blocking benign
activity.

3.3 Management

Most IDPS products offer similar management capabilities. This section discusses major aspects of
management—implementation, operation, and maintenance—and provides recommendations for
performing them effectively and efficiently. It also briefly discusses the skills needed for IDPS
management and provides recommendations for gaining these skills.

3.3.1 Implementation

Once an IDPS product has been selected, the administrators need to design an architecture, perform IDPS
component testing, and deploy and secure the IDPS components. Sections 3.3.1.1 through 3.3.1.3 provide
more information on these actions.

3.3.1.1 Architecture Design

The first step in IDPS implementation is designing an architecture. Architectural considerations include
the following:

m Where the sensors or agents should be placed

m How reliable the solution should be and what measures should be used to achieve that reliability, such
as having multiple sensors monitor the same activity in case a sensor fails, or using multiple
management servers so that a backup server can be used in case the primary server fails
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® Where the other components of the IDPS will be located (e.g., management servers, database servers,
consoles), and how many of each component are needed to achieve the necessary usability,
redundancy, and load balancing goals

m  With which other systems the IDPS needs to interface, including the following:

— Systems to which it provides data, such as security information and event management software,
centralized log servers, email servers, and instant messaging systems

— Systems on which it initiates prevention responses (e.g., firewalls, routers, switches)

— Systems that manage IDPS components, such as network management software (for a
management network) or patch management software (for keeping consoles’ operating systems
and applications fully up-to-date)

m Whether or not a management network will be used; if so, what its design will be, and if not, how the
IDPS communications will be protected on the standard networks

m What other security controls and technologies need to be altered to accommodate IDPS deployment,
such as changing firewall rulesets to allow IDPS components to communicate.

3.3.1.2 Component Testing and Deployment

Organizations should consider implementing the components in a test environment first, instead of a
production environment, to reduce the likelihood of implementation problems disrupting the production
networks. When the components are being deployed to production networks, organizations should
initially activate only a few IDPS sensors or agents, with their prevention capabilities disabled. Because a
new deployment is likely to generate a large number of false positives until fully tuned and customized,
activating many sensors or agents at once might overwhelm the management servers and consoles,
making it difficult for administrators to perform tuning and customization. Many false positives are likely
to be the same across sensors or agents, so it is helpful to identify such false positives either during the
testing process or when deploying the first few sensors or agents, so that those false positives can be
addressed before widespread deployment. A phased deployment of sensors or agents is also helpful in
identifying potential problems with scalability.

Implementing an IDPS can necessitate brief network or system outages for component installation. As
mentioned above, performing a deployment in a test environment can be very helpful in identifying likely
implementation problems, so that they can be mitigated appropriately when the production deployment
occurs.

Appliance-based IDPS components are typically simple to deploy. Administrators might need to perform
software updates or signature updates to ensure the IDPS software is current. Otherwise, administrators
usually just need to provide power and connect network cables, boot the appliance, and perform some
basic configuration (e.g., enter a product license key, assign a name to the sensor).

Software-based IDPS components usually take more time to deploy than appliance-based components.
The organization first needs to acquire the appropriate hardware, which might include purchasing high-
bandwidth network cards and otherwise ensuring that the hardware is robust enough for the IDPS. Next,
administrators need to install an operating system (OS) that is compatible with the IDPS software, and
then harden the host as much as possible. Hardening should include updating the OS, services, and
applications, including the IDPS software. Administrators also need to perform basic configuration of the
IDPS software, just as is done for appliance-based IDPS components.
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After deploying either appliance-based or software-based IDPS components, considerable effort may be
needed to configure the products’ detection and prevention capabilities, depending on the type of IDPS
being deployed. Without performing this configuration work, some IDPSs might be capable of detecting
only a small number of older, easily identified attacks.

3.3.1.3 Securing IDPS Components

Securing IDPS components is very important because IDPSs are often targeted by attackers. If an attacker
can compromise an IDPS, it can be rendered useless in detecting subsequent attacks against other hosts.
Also, IDPSs often contain sensitive information such as host configurations and known vulnerabilities
that could be helpful in planning additional attacks. In addition to hardening software-based IDPS
components and ensuring that all IDPS components are fully up-to-date, administrators should perform
additional actions to ensure that the IDPS components themselves are secured appropriately. Specific
security recommendations are as follows:

B Administrators should create separate accounts for each user and administrator of the IDPS, and
assign each account only the necessary privileges.

B Administrators should configure firewalls, routers, and other packet filtering devices to limit direct
access to all IDPS components to only those hosts that need such access.

m Administrators should ensure that all IDPS management communications are protected appropriately,
either through physical (e.g., management network) or logical (e.g., management VLAN) separation,
or through encryption of communications. If encryption is used for protection, it should be performed
using FIPS-approved encryption algorithms.** Many products encrypt their communications using
Transport Layer Security (TLS); for products that do not provide sufficient protection through
encryption, organizations should consider using a virtual private network (VPN) or other encrypted
tunneling method to protect the traffic.

Some organizations also require the use of strong authentication for remote access to IDPS components,
such as two-factor authentication. This provides an additional layer of security.

3.3.2 Operation and Maintenance

Nearly all IDPS products are designed to be operated and maintained through a graphical user interface
(GUI), also known as the console. The console typically permits administrators to configure and update
the sensors and management servers, as well as monitor their status (e.g., agent failure, packet dropping).
Administrators can also manage user accounts, customize reports, and perform many other functions
using the console. IDPS users can also perform many functions through the console, including monitoring
and analyzing the IDPS data and generating reports. Most IDPSs permit administrators to set up
individual user accounts for each administrator and user, and to grant each account only the privileges
necessary for each person’s role. The console often reflects this by showing different menus and options
based on the currently authenticated account’s designated role. Some products also provide finer-grained
access control, such as specifying for which sensors or agents particular users can monitor or analyze data
or generate reports or particular administrators can alter configurations. This allows a large IDPS
deployment to be divided into logical units for operational purposes.

11 Federal agencies must use Federal Information Processing Standard (FIPS) approved encryption algorithms contained in

validated cryptographic modules. The Cryptographic Module Validation Program (CMVP) at NIST coordinates FIPS
testing; the CMVP website is located at http://csrc.nist.gov/groups/STM/cmvp/index.html. FIPS 140-2, Security
Requirements for Cryptographic Modules, is available at http://csrc.nist.gov/publications/fips/fips140-2/fips1402.pdf.
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Some IDPS products also offer command-line interfaces (CLI). Unlike GUI consoles, which are typically
used for remote management of sensors or agents and management servers, CLIs are typically used for
local management of those components. Sometimes a CLI can be reached remotely through an encrypted
connection established through secure shell (SSH) or other means. Consoles are typically much easier to
use than CLlIs, and CLlIs often provide only some of the functionality that consoles provide.

The rest of this section provides additional information on the operation and maintenance of IDPSs.
Section 3.3.2.1 describes how users can make effective use of consoles in their daily IDPS tasks. Section
3.3.2.2 provides more information on ongoing maintenance of the technologies, with Section 3.3.2.3
focusing specifically on acquiring and applying updates.

3.3.2.1 Typical Use

Most IDPS consoles offer many features to assist users in their daily tasks. For example, most consoles
offer drill-down capabilities, which means that when a user examines an alert, more details and
information are available in layers." This allows users to see basic information on many alerts at once,
and to show additional information on particular events of interest as needed. Some products allow users
to see extensive supporting information, such as packet captures (both raw and parsed with a protocol
analyzer) and related alerts (e.g., other alerts for the same source or destination), as well as documentation
on the alert itself. Generally, the more data that the IDPS records, the easier it is for analysts to determine
what has happened. Some consoles also offer incident response features, such as turning an alert into an
incident case and providing workflow mechanisms that allow users to document additional information
on the alert and route the alert to particular users or groups of users for further review.

Most consoles also offer various reporting functions. For example, administrators or users might be able
to use the console to have certain reports run at set times and to email or transfer the reports to the
appropriate users or hosts. Many consoles also allow users to generate reports as needed (including
reports for specific incidents) and to customize reports as needed. If an IDPS product stores its logs in a
database or in an easily parsed file format (e.g., comma-separated values in a text file, XML), database
queries or scripts can also be used to generate custom reports, particularly if the console does not offer
sufficiently flexible report customization.

3.3.2.2 Ongoing Solution Maintenance
Administrators should maintain IDPSs on an ongoing basis. This should include the following:

® Monitoring the IDPS components themselves for operational and security issues

m Periodically verifying that the IDPS is functioning properly (e.g., processing events, alerting
appropriately on suspicious activity)*?

m Performing regular vulnerability assessments

B Receiving notifications from vendors of security problems with IDPS components (including OSs and
non-1DPS applications) and responding appropriately to those notifications

12 A detailed discussion of the analysis of IDPS data is outside the scope of this document. For more information, see NIST SP

800-86, Guide to Integrating Forensic Techniques into Incident Response, which is available at
http://csrc.nist.gov/publications/PubsSPs.html#800-86. NIST SP 800-86 discusses the analysis of data from IDPSs and other
sources of security event information.

One way of verifying component functionality is to perform periodic testing of the IDPS, either in a test environment or a
production environment. Performing such testing in a production environment can inadvertently disrupt operations. See
Section 9 for additional information on IDPS testing.
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B Receiving notifications from the IDPS vendor of updates, and performing testing and deployment of
the updates. Updates are described in Section 3.3.2.3.

3.3.2.3 Acquiring and Applying Updates

There are two types of IDPS updates: software updates and signature updates. Software updates fix bugs
in the IDPS software or add new functionality, while signature updates add new detection capabilities or
refine existing detection capabilities (e.g., reducing false positives). For many IDPSs, signature updates
cause program code to be altered or replaced, so they are really a specialized form of software update. For
other IDPSs, signatures are not written in code, so a signature update is a change to the configuration data
for the IDPS.

Software updates can include any or all IDPS components, including sensors, agents, management
servers, and consoles. Most software updates require an administrator to install software or apply patches,
either manually on each host or automatically through IDPS management software. Vendors usually make
software and signature updates available for download from their websites or other servers; the
administrator interfaces for IDPSs have features for downloading and installing such updates.

IDPSs are typically designed so that applying software and signature updates has no effect on existing
tuning and customization settings. The primary exception is code customization, which often has to be
repeated when code updates from the vendor are installed. For any IDPS, administrators should back up
configuration settings periodically and before applying software or signature updates to ensure that
existing settings are not inadvertently lost.

Administrators should test software and signature updates before applying them except for emergency
situations (e.g., a signature identifies a new, active threat that is damaging the organization and cannot
otherwise be detected or blocked). It is beneficial to have at least one sensor or agent host (one for each
type of agent) that is used strictly for testing updates. New detection capabilities can often cause large
numbers of alerts to be triggered, so testing signature updates on a single sensor or agent host, even
briefly (e.g., loading the update and observing how the IDPS functions when monitoring typical activity),
can help to identify signatures that are likely to be problematic and should possibly be disabled. In non-
emergency situations, software and signature updates should be tested and deployed using the same
practices that would be used for updating any other major security controls, such as firewalls and
antivirus software. When updates are deployed into production, administrators should be ready to disable
particular signatures or perform other minor reconfigurations as needed.

3.3.3 Building and Maintaining Skills
Various skills are needed for IDPS implementation, operation, and maintenance, including the following:

B The administrators implementing IDPS components need to understand the basics of system
administration, network administration, and information security.

B The administrators tuning and customizing the IDPS need reasonably comprehensive knowledge of
information security and IDPS principles. An understanding of incident response principles and the
organization’s incident response policies and procedures is also recommended. Administrators should
also have an understanding of the network protocols, applications, and operating systems to be
monitored by the IDPS.

m Programming skills might also be needed for extensive code customization, report writing, and other
tasks.
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Skills in IDPS principles can be built and maintained through many methods, including training, technical
conferences, books and other technical references, and mentoring programs. Knowledge of specific IDPS
products can also be gained through several methods, including the following:

® Vendor Training. Many vendors of IDPS products offer one or more training courses for people that
will be administering or using their products. Training courses are often hands-on, permitting
attendees to learn how to use the technology in a non-production environment.

B Product Documentation. Most products offer several manuals, such as an installation guide, a user’s
guide, and an administrator’s guide. Some also offer separate guides or databases that provide
supplemental information for alerts and signatures.

B Technical Support. Most vendors offer technical support for their customers, either as part of
purchasing a product or for an additional fee. Support is used primarily to resolve problems and
clarify the capabilities of the product to its users and administrators.

B Professional Services. Some vendors offer professional services, which is essentially consulting
services provided by the vendor. For example, an organization could pay a vendor to write custom
signatures or reports, or to assist administrators in understanding how to tune and customize their
sensors effectively.

B User Communities. Some products have active user communities, which typically function through
mailing lists or online forums. Users can exchange information and code with each other, and assist
each other in troubleshooting problems. Although user communities can be a source of information,
administrators and users should be cautious when using them, because posting details about an
organization’s IDPS configuration or problems could inadvertently reveal sensitive information about
the organization’s security infrastructure, systems, and networks.

3.4 Summary

The typical components in an IDPS solution are sensors or agents, management servers, database servers,
and consoles. Sensors and agents monitor and analyze activity; sensors are used to monitor networks and
agents to monitor hosts. Management servers receive information from sensors or agents and manage
them. Database servers are repositories for event information recorded by the sensors or agents and
management servers. Consoles are programs that provide interfaces for IDPS users and administrators.
These components can be connected to each other through an organization’s standard networks or through
a separate network strictly designed for security software management known as a management network.
A management network helps to protect the IDPS from attack and to ensure it has adequate bandwidth
under adverse conditions. A virtual management network can be created using a virtual local area network
(VLAN); this provides protection for IDPS communications, but not as much protection as a management
network would provide.

Most IDPSs can provide a wide variety of security capabilities. Some products offer information
gathering capabilities, such as collecting information on hosts or networks from observed activity. IDPSs
also typically perform extensive logging of data related to detected events. This data can be used to
confirm the validity of alerts, investigate incidents, and correlate events between the IDPS and other
logging sources. Generally, logs should be stored both locally and centrally to support the integrity and
availability of the data.

IDPSs typically offer extensive, broad detection capabilities. The types of events detected and the typical

accuracy of detection vary greatly depending on the type of IDPS technology. Most IDPSs require at least
some tuning and customization to improve their detection accuracy, usability, and effectiveness.
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Typically, the more powerful a product’s tuning and customization capabilities are, the more its detection
accuracy can be improved from the default configuration. Examples of these capabilities are thresholds,
blacklists and whitelists, alert settings, and code editing. Organizations should carefully consider the
tuning and customization capabilities of IDPSs when evaluating products. Administrators should review
tuning and customizations periodically to ensure that they are still accurate. Administrators should also
ensure that any products collecting baselines for anomaly-based detection have those baselines rebuilt
periodically as needed to support accurate detection.

Most IDPSs offer multiple prevention capabilities; the specific capabilities vary by IDPS technology type.
IDPSs usually allow administrators to specify the prevention capability configuration for each type of
alert. This includes enabling or disabling prevention, as well as specifying which type of prevention
capability should be used.

Once an IDPS product has been selected, the administrators need to design an architecture, perform IDPS
component testing, and deploy and secure the IDPS components. There are many architectural
considerations, including component placement, solution reliability, interoperability with other systems,
management network architecture, and necessary changes to other security controls. Before performing a
production implementation, organizations should consider implementing the components in a test
environment first to reduce the likelihood of implementation problems disrupting production. When the
components are being deployed to production networks, organizations should initially activate only a few
IDPS sensors or agents. Because a new deployment is likely to generate a large number of false positives
until fully tuned and customized, activating many sensors or agents at once might overwhelm the
management servers and consoles, making it difficult for administrators to perform tuning and
customization.

In addition to hardening software-based IDPS components and ensuring that all IDPS components are
fully up-to-date, administrators should perform additional actions to ensure that the IDPS components
themselves are secured appropriately. Examples include creating separate accounts for each IDPS user
and administrator, restricting network access to IDPS components, and ensuring that IDPS management
communications are protected appropriately. All encryption used for protection should be performed
using FIPS-approved encryption algorithms.

Administrators should maintain IDPSs on an ongoing basis. This should include monitoring the IDPS
components for operational and security issues, performing regular vulnerability assessments, responding
appropriately to vulnerabilities in the IDPS components, and testing and deploying IDPS software and
signature updates. Administrators should test software and signature updates before applying them, except
for emergency situations. Administrators should also back up configuration settings periodically and
before applying software or signature updates to ensure that existing settings are not inadvertently lost.

20



GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) (DRAFT)

4. Network-Based IDPS

A network-based IDPS monitors network traffic for particular network segments or devices and analyzes
network, transport, and application protocols to identify suspicious activity. This section provides a
detailed discussion of network-based IDPS technologies. First, it contains a brief overview of TCP/IP,
which is background material for understanding the rest of Section 4. Next, it covers the major
components of network-based IDPSs and explains the architectures typically used for deploying the
components. It also examines the security capabilities of the technologies in depth, including the
methodologies they use to identify suspicious activity. The rest of the section discusses the management
capabilities of the technologies and provides recommendations for implementation and operation.

4.1 Networking Overview

TCP/IP is widely used throughout the world to provide network communications. TCP/IP
communications are composed of four layers that work together. When a user wants to transfer data
across networks, the data is passed from the highest layer through intermediate layers to the lowest layer,
with each layer adding more information. The lowest layer sends the accumulated data through the
physical network; the data is then passed up through the layers to its destination. Essentially, the data
produced by a layer is encapsulated in a larger container by the layer below it. The four TCP/IP layers,
from highest to lowest, are shown in Figure 4-1.

Application Layer. This layer sends and receives data for particular applications, such as
Domain Name System (DNS), Hypertext Transfer Protocol (HTTP), and Simple Mail Transfer
Protocol (SMTP).

Transport Layer. This layer provides connection-oriented or connectionless services for
transporting application layer services between networks. The transport layer can optionally
ensure the reliability of communications. Transmission Control Protocol (TCP) and User
Datagram Protocol (UDP) are commonly used transport layer protocols.

Internet Protocol (IP) Layer (also known as Network Layer). This layer routes packets across
networks. IPv4 is the fundamental network layer protocol for TCP/IP. Other commonly used
protocols at the network layer are IPv6, Internet Control Message Protocol (ICMP), and Internet
Group Management Protocol (IGMP).

Hardware Layer (also known as Data Link Layer). This layer handles communications on the
physical network components. The best known data link layer protocol is Ethernet.

Figure 4-1. TCP/IP Layers

The four TCP/IP layers work together to transfer data between hosts. Network-based IDPSs typically
perform most of their analysis at the application layer. They also analyze activity at the transport and
network layers both to identify attacks at those layers and to facilitate the analysis of the application layer
activity (e.g., a TCP port number may indicate which application is being used). Some network-based
IDPSs also perform limited analysis at the hardware layer. Sections 4.1.1 through 4.1.4 describe each
layer in greater detail.

4.1.1 Application Layer
The application layer enables applications to transfer data between an application server and client. An
example of an application layer protocol is Hypertext Transfer Protocol (HTTP), which transfers data

between a web server and a web browser. Other common application layer protocols include Domain
Name System (DNS), File Transfer Protocol (FTP), Simple Mail Transfer Protocol (SMTP), and Simple
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Network Management Protocol (SNMP). There are hundreds of unique application layer protocols in
common use, and many more that are not so common. Regardless of the protocol in use, application data
is generated and then passed to the transport layer for further processing.

4.1.2 Transport Layer

The transport layer is responsible for packaging data so that it can be transmitted between hosts. Most
applications that communicate over networks rely on the transport layer to ensure reliable delivery of
data. Generally, this is accomplished by using TCP. When loss of some application data is not a concern
(e.g., streaming audio, video), or the application itself ensures reliable delivery of data, UDP is typically
used. UDP is connectionless; one host simply sends data to another host without any preliminary
negotiations. Each TCP or UDP packet has a source port number and a destination port number. One of
the ports is associated with a server application on one system; the other port is associated with a
corresponding client application on the other system. Client systems typically select any available port
number for application use, whereas server systems usually have a static port number dedicated to each
application. Although UDP and TCP ports are very similar, they are distinct from each other and are not
interchangeable.

4.1.3 Network Layer

The network layer, also known as the IP layer, is responsible for handling the addressing and routing of
data that it receives from the transport layer. After the network layer has encapsulated the transport layer
data, the resulting logical units are referred to as packets. Each packet contains a header, which is
composed of various fields that specify characteristics of the transport protocol in use; optionally, packets
may also contain a payload, which holds the application data. The IP header contains a field called IP
Version, which indicates which version of IP is in use. Typically this is set to 4 for IPv4; but the use of
IPV6 is increasing, so this field may be set to 6 instead.™ Other significant IP header fields are as follows:

B Source and Destination IP Addresses. These are the “from” and “to” addresses that are intended to
indicate the endpoints of the communication.™® Examples of IP addresses are 10.3.1.70 (IPv4) and
1000::2F:8A:400:427:9BD1 (IPV6).

m [P Protocol Number. This indicates which network or transport layer protocol the IP payload
contains.® Commonly used IP numbers include 1 (ICMP), 6 (TCP), 17 (UDP), and 50 (Encapsulating
Security Payload [ESP]).

The network layer is also responsible for providing error and status information involving the addressing
and routing of data; it does this with ICMP. ICMP is a connectionless protocol that makes no attempt to
guarantee that its error and status messages are delivered. Because it is designed to transfer limited
information, not application data, ICMP does not have ports; instead, it has message types, which indicate
the purpose of each ICMP message.'” Some message types also have message codes, which can be
thought of as subtypes. For example, the ICMP message type Destination Unreachable has several

¥ There are other possible IP version numbers as well, although none are commonly used. The official list of valid IP Version

field values is available at http://www.iana.org/assignments/version-numbers. This document assumes the use of IPv4,
unless otherwise specified.

IP addresses are often inaccurate or misleading for identifying the actual endpoints of communication.

The official list of valid IP Protocol Number values is available at http://www.iana.org/assignments/protocol-numbers.
The current list of valid ICMP types is available at http://www.iana.org/assignments/icmp-parameters.
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possible message codes that indicate what is unreachable (e.g., network, host, protocol). Most ICMP
message types are not intended to elicit a response.*®

4.1.4 Hardware Layer

As the name implies, the hardware layer, also called the data link layer, involves the physical components
of the network, including cables, routers, switches, and network interface cards (NIC). The hardware
layer also includes various hardware layer protocols, with Ethernet being the most widely used. Ethernet
relies on the concept of a media access control (MAC) address, which is a unique six-byte value (such as
00-02-B4-DA-92-2C) that is permanently assigned to a particular NIC.™ Each frame, the logical unit at
the hardware layer, contains two MAC addresses, which indicate the MAC address of the NIC that just
routed the frame and the MAC address of the next NIC to which the frame is being sent. As a frame
passes through networking equipment (such as routers and firewalls) on its way between the original
source host and the final destination host, the MAC addresses are updated to refer to the local source and
destination. Several separate hardware layer transmissions may be linked together within a single network
layer transmission.

In addition to the MAC addresses, each frame also contains an EtherType value, which indicates the
protocol that the frame’s payload contains (typically IP or Address Resolution Protocol [ARP]).?> When
IP is used, each IP address maps to a particular MAC address. (Because multiple IP addresses can map to
a single MAC address, a MAC address does not necessarily uniquely identify an IP address.)

4.2 Components and Architecture

This section describes the major components of typical network-based IDPSs and illustrates the most
common network architectures for these components. It also provides recommendations for the placement
of network-based IDPS sensors.

4.2.1 Typical Components

A typical network-based IDPS is composed of sensors, one or more management servers, multiple
consoles, and optionally one or more database servers (if the network-based IDPS supports their use). All
of these components are similar to other types of IDPS technologies, except for the sensors. A network-
based IDPS sensor monitors and analyzes network activity on one or more network segments. The
network interface cards that will be performing monitoring are placed into promiscuous mode, which
means that they will accept all incoming packets that they see, regardless of their intended destinations.
Most IDPS deployments use multiple sensors, with large deployments having hundreds of sensors.
Sensors are available in two formats:

m Appliance. An appliance-based sensor is comprised of specialized hardware and sensor software. The
hardware is typically optimized for sensor use, including specialized NICs and NIC drivers for
efficient capture of packets, and specialized processors or other hardware components that assist in
analysis. Parts or all of the IDPS software might reside in firmware for increased efficiency.

8 |CMP is designed to limit responses, particularly to error messages. If ICMP had not been designed in this way, message

loops could occur. For example, if Host A received an ICMP error message from Host B and responded with an error
message, and Host B responded to that error message with an error message, the two hosts could continue sending error
messages regarding the error messages.

Various software utilities are publicly available that allow people to configure systems to spoof other MAC addresses. There
have also been cases in which manufacturers accidentally created NICs with duplicate MAC addresses.

EtherType value 0x0800 is IP, while 0x0806 is ARP. See http://www.iana.org/assignments/ethernet-numbers for more
information on EtherType values.
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Appliances often use a customized, hardened operating system (OS) that administrators are not
intended to access directly.

Software Only. Some vendors sell sensor software without an appliance. Administrators can install
the software onto hosts that meet certain specifications. The sensor software might include a
customized OS, or it might be installed onto a standard OS just as any other application would.

4.2.2 Network Architectures and Sensor Locations

Organizations should consider using management networks for their network-based IDPS deployments
whenever feasible. If an IDPS is deployed without a separate management network, organizations should
consider whether or not a VLAN is needed to protect the IDPS communications.

In addition to choosing the appropriate network for the components, administrators also need to decide
where the IDPS sensors should be located. Sensors can be deployed in one of two modes:

Inline. An inline sensor is deployed so that the network traffic it is monitoring must pass through it,
much like the traffic flow associated with a firewall. In fact, some inline sensors are hybrid
firewall/IDPS devices, while others are simply IDPSs. The primary motivation for deploying IDPS
sensors inline is to enable them to stop attacks by blocking network traffic. Inline sensors are
typically placed where network firewalls and other network security devices would be placed—at the
divisions between networks, such as connections with external networks and borders between
different internal networks that should be segregated. Inline sensors that are not hybrid firewall/IDPS
devices are often deployed on the more secure side of a network division so that they have less traffic
to process. Figure 4-2 shows such a deployment. Sensors can also be placed on the less secure side of
a network division to provide protection for and reduce the load on the dividing device, such as a
firewall.
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Figure 4-2. Inline Network-Based IDPS Sensor Architecture Example

B Passive. A passive sensor is deployed so that it monitors a copy of the actual network traffic; no
traffic actually passes through the sensor. Passive sensors are typically deployed so that they can
monitor key network locations, such as the divisions between networks, and key network segments,
such as activity on a demilitarized zone (DMZ) subnet. Passive sensors can monitor traffic through

various methods, including the following:

— Spanning Port. Many switches have a spanning port, which is a port that can see all network
traffic going through the switch. Connecting a sensor to a spanning port can allow it to monitor
traffic going to and from many hosts. Although this monitoring method is relatively easy and
inexpensive, it can also be problematic. If a switch is configured or reconfigured incorrectly, the
spanning port might not be able to see all the traffic. Another problem with spanning ports is that
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their use can be resource-intensive; when a switch is under heavy loads, its spanning port might
not be able to see all traffic, or spanning might be temporarily disabled. Also, many switches
have only one spanning port, and there is often a need to have multiple technologies, such as
network monitoring tools, network forensic analysis tools, and other IDPS sensors, monitor the
same traffic.

— Network Tap. A network tap is a direct connection between a sensor and the physical network
media itself, such as a fiber optic cable. The tap provides the sensor with a copy of all network
traffic being carried by the media. Installing a tap generally involves some network downtime,
and problems with a tap could cause additional downtime. Also, unlike spanning ports, which are
usually already present throughout an organization, network taps need to be purchased as add-ons
to the network.

— IDS Load Balancer. An IDS load balancer is a device that aggregates and directs network traffic
to monitoring systems, including IDPS sensors. A load balancer can receive copies of network
traffic from one or more spanning ports or network taps and aggregate traffic from different
networks (e.g., reassemble a session that was split between two networks). The load balancer then
distributes copies of the traffic to one or more listening devices, including IDPS sensors, based on
a set of rules configured by an administrator. The rules tell the load balancer which types of
traffic to provide to each listening device. Common configurations include the following:

e Send all traffic to multiple IDPS sensors. This could be done for high availability or to
have multiple types of IDPS sensors perform concurrent analysis of the same activity.

¢ Dynamically split the traffic among multiple IDPS sensors based on volume. This is
typically done to perform load balancing so that no sensor is overwhelmed with the
amount of traffic and corresponding analysis.

e Split the traffic among multiple IDPS sensors based on IP addresses, protocols, or
other characteristics. This could be done for load balancing purposes, such as having
one IDPS sensor dedicated to web activity and another IDPS sensor monitoring all other
activity. Splitting traffic could also be done to perform more detailed analysis of certain
types of traffic (e.g., activity involving the most important hosts).

Splitting traffic among multiple IDPS sensors can cause a reduction in detection accuracy if
related events or portions of a single event are seen by different sensors. For example, suppose
that two sensors each see different steps of an attack; if each step is considered benign on its own
but the two steps in sequence are malicious, then the attack might not be recognized.

Figure 4-3 shows examples of passive sensors connected to the monitored network using IDS load
balancers, network taps, and spanning ports.

As explained in Section 4.3.4, most techniques for having a sensor prevent intrusions require that the
sensor be deployed in inline mode, not passive. Because passive techniques monitor a copy of the traffic,
they typically provide no reliable way for a sensor to stop the traffic from reaching its destination. In
some cases, a passive sensor can place packets onto a network to attempt to disrupt a connection, but such
methods are generally less effective than inline methods. Generally, organizations should deploy sensors
inline if prevention methods will be used and passive if they will not.
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Figure 4-3. Passive Network-Based IDPS Sensor Architecture Example

4.3 Security Capabilities

Information Gatherin

Some network-based IDPSs offe
collect information on hosts and
gathering capabilities are as follows:

Network-based IDPS products provide a wide variety of security capabilities. Sections 4.3.1 through 4.3.4
describe common security capab
detection, and prevention, respectively. Some network-based IDPS products also provide some security
information and event management (SIEM) capabilities; see Section 8.2.2 for information on SIEM.

ilities, divided into four categories: information gathering, logging,

g Capabilities

r limited information gathering capabilities, which means that they can
the network activity involving those hosts. Examples of information
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m ldentifying Hosts. An IDPS sensor might be able to create a list of hosts on the organization’s
network arranged by IP address or MAC address. The list can be used as a profile to identify new
hosts on the network.

m ldentifying Operating Systems. An IDPS sensor might be able to identify the OSs and OS versions
used by the organization’s hosts through various techniques. For example, the sensor could track
which ports are used on each host, which could indicate a particular OS or OS family (e.g., Windows,
Unix). Another technique is to analyze packet headers for certain unusual characteristics or
combinations of characteristics that are exhibited by particular OSs; this is known as passive
fingerprinting. Some sensors can also identify application versions (as described below), which in
some cases implies which OS is in use. Knowing which OS versions are in use can be helpful in
identifying potentially vulnerable hosts.

B Identifying Applications. For some applications, an IDPS sensor can identify the application
versions in use by keeping track of which ports are used and monitoring certain characteristics of
application communications. For example, when a client establishes a connection with a server, the
server might tell the client what application server software version it is running, and vice versa.
Information on application versions can be used to identify potentially vulnerable applications, as
well as unauthorized use of some applications.

m Identifying Network Characteristics. Some IDPS sensors collect general information about network
traffic related to the configuration of network devices and hosts, such as the number of hops between
two devices. This information can be used to detect changes to the network configuration.

4.3.2 Logging Capabilities

Network-based IDPSs typically perform extensive logging of data related to detected events. This data
can be used to confirm the validity of alerts, to investigate incidents, and to correlate events between the
IDPS and other logging sources. Data fields commonly logged by network-based IDPSs include the
following:

Timestamp (usually date and time)

Connection or session ID (typically a consecutive or unique number assigned to each TCP connection
or to like groups of packets for connectionless protocols)

Event or alert type?

Rating (e.g., priority, severity, impact, confidence)

Network, transport, and application layer protocols

Source and destination IP addresses

Source and destination TCP or UDP ports, or ICMP types and codes
Number of bytes transmitted over the connection

Decoded payload data, such as application requests and responses

State-related information (e.g., authenticated username)

2L In the console, the event or alert type often links to supporting information for the specific vulnerability or exploit, such as

references for additional information and associated Common Vulnerabilities and Exposures (CVE) numbers.
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B Prevention action performed (if any).

Most network-based IDPSs can also perform packet captures. Typically this is done once an alert has
occurred, either to record subsequent activity in the connection or to record the entire connection if the
IDPS has been temporarily storing the previous packets.

4.3.3 Detection Capabilities

Network-based IDPSs typically offer extensive and broad detection capabilities. Most products use a
combination of signature-based detection, anomaly-based detection, and stateful protocol analysis
techniques to perform in-depth analysis of common protocols; organizations using network-based IDPS
products should ensure that they employ a combination of techniques. The detection methods are usually
tightly interwoven; for example, a stateful protocol analysis engine might parse activity into requests and
responses, each of which is examined for anomalies and compared to signatures of known bad activity.
Some products also use the same techniques and provide the same functionality as network behavior
analysis (NBA) software; see Section 6 for additional information.

This section discusses the following aspects of detection capabilities:

B Types of events detected
B Detection accuracy

B Tuning and customization
B Technology limitations.

4.3.3.1 Types of Events Detected
The types of events most commonly detected by network-based IDPS sensors include the following:

B Application layer reconnaissance and attacks (e.g., banner grabbing, buffer overflows, format
string attacks, password guessing, malware transmission). Most network-based IDPSs analyze several
dozen application protocols. Commonly analyzed ones include Dynamic Host Configuration Protocol
(DHCP), DNS, FTP, HTTP,? Internet Message Access Protocol (IMAP), Internet Relay Chat (IRC),
Network File System (NFS), Post Office Protocol (POP), rlogin/rsh, Remote Procedure Call (RPC),
Session Initiation Protocol (SIP), Server Message Block (SMB), SMTP, SNMP, Telnet, and Trivial
File Transfer Protocol (TFTP), as well as database protocols, instant messaging applications, and
peer-to-peer file sharing software.

B Transport layer reconnaissance and attacks (e.g., port scanning, unusual packet fragmentation,
SYN floods). The most frequently analyzed transport layer protocols are TCP and UDP.

m Network layer reconnaissance and attacks (e.g., spoofed IP addresses, illegal IP header values).
The most frequently analyzed network layer protocols are IPv4, ICMP, and IGMP. The level of IPv6
analysis that network-based IDPSs can perform varies considerably among products. Some products
can do basic processing of IPv6 and tunneled IPv6 traffic, such as recording source and destination IP

22 Although network-based IDPSs can analyze HTTP protocol activity, they usually cannot perform analysis on the use of web

services, such as SOAP and Extensible Markup Language (XML) messages carried over HTTP. Security technologies
known as XML gateways or XML firewalls have been created specifically to analyze web services activity. In addition to
providing intrusion prevention functions, these technologies also perform firewalling, authentication and authorization
services, access control, and audit logging. More information on XML gateways is available from NIST SP 800-95, Guide
to Secure Web Services, which is available at http://csrc.nist.gov/publications/PubsSPs.html#800-95.

29


http://csrc.nist.gov/publications/PubsSPs.html#800-95

GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) (DRAFT)

addresses, and extracting payloads (e.g., HTTP, SMTP) for in-depth analysis. Other products can do
full analysis of the IPv6 protocol, such as confirming the validity of IPv6 options, to identify
anomalous use of the protocol. Organizations with a current or future need to monitor IPv6 activity
should carefully evaluate the IPv6 analysis capabilities of network-based IDPS products.?

B Unexpected application services (e.g., tunneled protocols, backdoors, hosts running unauthorized
application services). These are usually detected through stateful protocol analysis methods, which
can determine if the activity in a connection is consistent with the expected application protocol, or
through anomaly detection methods, which can identify changes in network flows and open ports on
hosts.

m Policy violations (e.g., use of inappropriate websites, use of forbidden application protocols). Some
types of security policy violations can be detected by IDPSs that allow administrators to specify the
characteristics of activity that should not be permitted, such as TCP or UDP port numbers, IP
addresses, website names, and other pieces of data that can be identified by examining network
traffic.

Some IDPSs can also monitor the initial negotiation conducted when establishing encrypted
communications to identify client or server software that has known vulnerabilities or is misconfigured.
This can include application layer protocols such as secure shell (SSH) and Secure Sockets Layer (SSL),
and network layer virtual private networking protocols such as IP Security (IPsec).

Network-based IDPS sensors can often determine if an attack is likely to succeed. For example, as
described in Section 4.3.3.3, sensors might know which web server software versions are running on each
of the organization’s web servers. If an attacker launches an attack against a web server that is not
vulnerable to the attack, then the sensor might produce a low-priority alert; if the server is thought to be
vulnerable, then the sensor might produce a high-priority alert. IDPS sensors are typically configured to
stop attacks whether or not they are likely to succeed, but an IDPS might still log the activity with
different priority levels depending on what its outcome probably would have been if not blocked.

4.3.3.2 Detection Accuracy

Historically, network-based IDPSs have been associated with high rates of false positives and false
negatives. Most of the early technologies relied primarily on signature-based detection, which by itself is
accurate only for detecting relatively simple well-known threats. Since then technologies have used a
combination of detection methods to increase accuracy and the breadth of detection, and generally the
rates of false positives and false negatives have declined. Another common problem with network-based
IDPSs’ accuracy is that they typically require considerable tuning and customization to take into account
the characteristics of the monitored environment.

False positives and false negatives for network-based IDPS sensors can only be reduced somewhat
because of the complexity of the activities being monitored. A single sensor is often monitoring traffic
involving hundreds or thousands of internal and external hosts. The number and variety of OSs and
applications in use over the monitored network can be immense; also, OSs and applications are constantly
being changed. This makes it impossible for a sensor to understand everything it sees.

Even worse, sensors have to monitor activity for many different combinations of servers and clients. For
example, an organization could use 20 different types and versions of web servers, which users could
access with 100 different types and versions of web browsers. Each combination of browser and server

2 NIST SP 500-267, A Profile for IPv6 in the U.S. Government, Version 1.0, provides recommendations for the IPv6-handling
capabilities of network-based IDPS products. It is available at http://www.antd.nist.gov/usgv6/usgv6-v1.pdf.
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could have unique communication characteristics (e.g., sequence of commands, response codes) that
could impact the accuracy of analysis. Also, different configurations and customizations could be applied
to the browsers and servers. Security controls between the servers and clients that alter network activity,
such as firewalls and proxy servers, could cause additional difficulties for sensors.

Ideally, network-based IDPSs would be able to interpret all network activity just as the endpoints do. For
example, different types of web servers can interpret the same web request in different ways. Stateful
protocol analysis technigues often attempt to do this by replicating the processing performed by common
types of clients and servers. This allows the sensors to improve their detection accuracy slightly. Many
attackers employ client and server-specific processing characteristics, such as handling character
encodings, in their attacks as evasion techniques. Organizations that use network-based IDPSs should
ensure that they can compensate for the use of common evasion techniques.

4.3.3.3 Tuning and Customization

As mentioned in Section 4.3.3.2, network-based IDPSs usually require extensive tuning and
customization to improve their detection accuracy. Examples of tuning and customization capabilities are
thresholds for port scans and application authentication attempts, blacklists and whitelists for host IP
addresses and usernames, and alert settings. Some network-based IDPSs support reputation services,
which indicate the likely nature (benign or malicious) of an IP address, domain, protocol, geolocation, etc.
based on its previous behavior. Some products also provide code editing features, which is usually limited
to signatures but in some cases may allow access to additional code, such as programs used to perform
stateful protocol analysis.

Some network-based IDPSs can use information regarding the organization’s hosts to improve detection
accuracy. For example, an IDPS might allow administrators to specify the IP addresses used by the
organization’s web servers, mail servers, and other common types of hosts, and also specify the types of
services provided by each host (e.g., the web server application type and version run by each web server).
This allows the IDPS to better prioritize alerts; for example, an alert for an Apache attack directed at an
Apache web server would have a higher priority than the same attack directed at a different type of web
server. Some network-based IDPSs can also import the results of vulnerability scans and use them to
determine which attacks would likely be successful if not blocked. This allows the IDPS to make better
decisions on prevention actions and prioritize alerts more accurately.

4.3.3.4 Technology Limitations

Although network-based IDPSs offer extensive detection capabilities, they do have some significant
limitations. Three of the most important are analyzing encrypted network traffic, handling high traffic
loads, and withstanding attacks against the IDPSs themselves. These limitations are discussed below.

Network-based IDPSs cannot detect attacks within encrypted network traffic, including virtual private
network (VPN) connections, HTTP over SSL (HTTPS)*, and SSH sessions. As previously mentioned,
some network-based IDPSs can do some analysis of the setup of encrypted connections, which can
identify that the client or server software has known vulnerabilities or is misconfigured. To ensure that
sufficient analysis is performed on payloads within encrypted network traffic, organizations should use
IDPSs that can analyze the payloads before they are encrypted or after they are decrypted. Examples
include placing network-based IDPS sensors to monitor unencrypted traffic (e.g., traffic that entered an

24 Some network-based IDPS products can be deployed inline and inspect SSL-encrypted traffic. These products basically

perform a man-in-the-middle, establishing two SSL connections (one from point A to the IDPS, and another from the IDPS
to point B, instead of one SSL connection from point A to point B).
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organization through a VPN gateway and has since been decrypted) and using host-based IDPS software
to monitor activity within the source or destination host.

Network-based IDPSs may be unable to perform full analysis under high loads. Passive IDPS sensors
might drop some packets, which could cause some incidents to go undetected, especially if stateful
protocol analysis methods are in use. For inline IDPS sensors, dropping packets under high loads causes
disruptions in network availability; also, delays in processing packets could cause unacceptably high
latency. To avoid this, organizations using inline IDPS sensors should select ones that can recognize high
load conditions and either pass certain types of network traffic through the sensor without performing full
analysis (i.e., partial or no analysis) or drop low-priority traffic to reduce load. Many vendors attempt to
optimize their sensors to provide better performance under high loads by taking measures such as using
specialized hardware (e.g., high-bandwidth network cards) and recompiling components of their software
to incorporate settings and other customizations made by administrators. Although vendors typically rate
their sensors by maximum bandwidth capability, the actual capacity of any product depends on several
factors, including the following:

B The network, transport, and application layer protocols in use, and the depth of analysis performed for
each protocol. Vendors often rate their products based on their ability to perform reasonable analysis
of a “typical” mix of protocols. The level of analysis that an individual organization wants to perform
and the organization’s mix of protocols may vary significantly from the tested conditions.

B The longevity of connections. For example, a sensor might have less overhead for one long-term
connection than several consecutive short-term connections.

B The number of simultaneous connections. Sensors usually are limited as to how many connections for
which they can track state.

IDPS sensors are susceptible to various types of attacks. Attackers can generate unusually large volumes
of traffic, such as distributed denial of service (DDoS) attacks, and anomalous activity (e.g., unusually
fragmented packets) to attempt to exhaust a sensor’s resources or cause it to crash. Another attack
technique, known as blinding, generates network traffic that is likely to trigger many IDPS alerts in a
short period of time; typically, the network traffic is specially crafted to take advantage of typical
configurations of IDPS sensors. In many cases, the blinding traffic is not intended to actually attack any
targets. An attacker runs the “real” attack separately at the same time as the blinding traffic. The
attacker’s goal is that the blinding traffic will either cause the IDPS to fail in some way or generate so
many alerts that the alerts for the real attack will go unnoticed. Many IDPS sensors can recognize the use
of common DDoS and blinding tools and techniques; the sensors can alert administrators to the attack and
then ignore the rest of the activity, reducing the load on the sensors. Organizations using network-based
IDPS products should ensure that they offer features that make them resistant to failure due to attack.

4.3.4 Prevention Capabilities

Network-based IDPS sensors offer various prevention capabilities, including the following (grouped by
sensor type):

B Passive Only

— Ending the Current TCP Session. A passive sensor can attempt to end an existing TCP session
by sending TCP reset packets to both endpoints; this is sometimes called session sniping.”® The

% Aninline sensor could potentially use this technique, but it is much weaker than other methods that inline sensors can

perform, so in practice session sniping is rarely used on inline sensors.
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sensor does this to make it appear to each endpoint that the other endpoint is trying to end the
connection. The goal is for one of the endpoints to terminate the connection before an attack can
succeed. Unfortunately, in many cases the reset packets are not received in time because the
attack traffic has to be monitored and analyzed, the attack detected, and the packets sent across
networks to the endpoints. Also, since this technique is only applicable to TCP, it cannot be used
for attacks carried in other types of packets, including UDP and ICMP. Session sniping is not
widely used any more because other prevention capabilities are more effective.

® Inline Only

— Performing Inline Firewalling. Most inline IDPS sensors offer firewall capabilities that can be
used to drop or reject suspicious network activity.

— Throttling Bandwidth Usage. If a particular protocol is being used inappropriately, such as for a
DosS attack, malware distribution, or peer-to-peer file sharing, some inline IDPS sensors can limit
the percentage of network bandwidth that the protocol can use. This prevents the activity from
negatively impacting bandwidth usage for other resources.

— Altering Malicious Content. As described in Section 2.2, some inline IDPS sensors can sanitize
part of a packet, which means that malicious content is replaced with benign content and the
sanitized packet sent to its destination. A sensor that acts as a proxy might perform automatic
normalization of all traffic, such as repackaging application payloads in new packets. This has the
effect of sanitizing some attacks involving packet headers and some application headers, whether
or not the IDPS has detected an attack. Some sensors can also strip infected attachments from
emails and remove other discrete pieces of malicious content from network traffic.

B Both Passive and Inline

— Reconfiguring Other Network Security Devices. Many IDPS sensors can instruct network
security devices such as firewalls, routers, and switches to reconfigure themselves to block
certain types of activity or route it elsewhere. This can be helpful in several situations, such as
keeping an external attacker out of a network and quarantining an internal host that has been
compromised (e.g., moving it to a quarantine VLAN). This prevention technique is useful only
for network traffic that can be differentiated by packet header characteristics typically recognized
by network security devices, such as IP addresses and port numbers.

— Running a Third-Party Program or Script. Some IDPS sensors can run an administrator-
specified script or program when certain malicious activity is detected. This could trigger any
prevention action desired by the administrator, such as reconfiguring other security devices to
block the malicious activity. Third-party programs or scripts are most commonly used when the
IDPS does not support the prevention actions that administrators want to have performed.

Most IDPS sensors allow administrators to specify the prevention capability configuration for each type
of alert. This usually includes enabling or disabling prevention, as well as specifying which prevention
capability should be used. Some IDPS sensors have a learning or simulation mode that suppresses all
prevention actions, and instead indicates when a prevention action would have been performed. This
allows administrators to monitor and fine-tune the prevention capabilities’ configuration before enabling
them, which reduces the risk of inadvertently blocking benign activity.
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4.4 Management

Most network-based IDPS products offer similar management capabilities. This section discusses major
aspects of management—implementation, operation, and maintenance—and provides recommendations
for performing them effectively and efficiently.

4.4.1 Implementation

Once a network-based IDPS product has been selected, the administrators need to design an architecture,
perform IDPS component testing, secure the IDPS components, and then deploy them. The following
items list additions to the material presented in Section 3.3.1:

B Architecture Design. A consideration specific to network-based IDPSs is where the sensors should
be placed on the network, which includes deciding how many sensors are needed, which sensors
should be inline and which should be passive, and how passive sensors should be connected to the
network (e.g., IDS load balancer, network tap, switch spanning port).

m Component Testing and Deployment. Implementing a network-based IDPS can necessitate brief
network outages, particularly when deploying inline sensors. However, passive sensor deployment
can also cause outages for several reasons, including installation of network taps and I1DS load
balancers, and reconfiguration of switches to activate spanning port functions.

B Securing the IDPS Components. Administrators should ensure that for both passive and inline
sensors, IP addresses are not assigned to the network interfaces used to monitor network traffic,
except for network interfaces also used for IDPS management. Operating a sensor without IP
addresses assigned to its monitoring interfaces is known as operating in stealth mode. Stealth mode
improves the security of the IDPS sensors because it prevents other hosts from initiating connections
to them. This conceals the sensors from attackers and thus limits their exposure to attacks. However,
attackers may be able to identify the existence of an IDPS sensor and determine which product is in
use by analyzing the characteristics of its prevention actions. Such analysis might include monitoring
protected networks, and determining which scan patterns trigger particular responses and what values
are set in certain packet header fields.

4.4.2 Operation and Maintenance

The operation and maintenance of network-based IDPSs is performed in the same manner as that
documented in the general information provided in Section 3.3.2.

45 Summary

A network-based IDPS monitors network traffic for particular network segments or devices and analyzes
network, transport, and application protocols to identify suspicious activity. Network-based IDPS
components are similar to other types of IDPS technologies, except for the sensors. A network-based
IDPS sensor monitors and analyzes network activity on one or more network segments. Sensors are
available in two formats: appliance-based sensors, which are comprised of specialized hardware and
software optimized for IDPS sensor use, and software-only sensors, which can be installed onto hosts that
meet certain specifications.

Organizations should consider using management networks for their network-based IDPS deployments
whenever feasible. If an IDPS is deployed without a separate management network, organizations should
consider whether or not a VLAN is needed to protect the IDPS communications. In addition to choosing
the appropriate network for the components, administrators also need to decide where the IDPS sensors
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should be located. Sensors can be deployed in one of two modes: inline sensors are deployed so that the
network traffic they monitor must pass through them, while passive sensors are deployed so that they
monitor copies of the actual network traffic. Generally, organizations should deploy inline sensors if
prevention methods will be used and passive sensors if they will not.

Network-based IDPSs provide a wide variety of security capabilities. Some products can collect
information on hosts such as which OSs they use and which application versions they use that
communicate over networks. Network-based IDPSs can also perform extensive logging of data related to
detected events; most can also perform packet captures. Network-based IDPSs usually offer extensive and
broad detection capabilities. Most products use a combination of signature-based detection, anomaly-
based detection, and stateful protocol analysis to perform in-depth analysis of common protocols;
organizations should use network-based IDPS products that provide such a combination of detection
features, because the combination increases detection accuracy. Organizations should also use network-
based IDPSs that can compensate for the use of common evasion techniques, which further improves
detection accuracy.

Network-based IDPSs have some significant limitations. They cannot detect attacks within encrypted
network traffic; accordingly, either they should be deployed where they can monitor traffic before
encryption or after decryption, or host-based IDPSs should be used on endpoints to monitor unencrypted
activity. Network-based IDPSs are often unable to perform full analysis under high loads; organizations
using inline sensors should select those that can recognize high load conditions and either pass certain
types of traffic without performing full analysis or drop low-priority traffic to reduce load. Another
limitation of network-based IDPSs is that they are susceptible to various types of attacks, most involving
large volumes of traffic. Organizations should select products that offer features designed to make them
resistant to failure due to attack. Organizations should also ensure that IP addresses are not assigned to the
network interfaces of passive or inline sensors used to monitor network traffic, except for network
interfaces used for both traffic monitoring and IDPS management.

Network-based IDPS sensors offer various prevention capabilities. Many passive sensors can attempt to
end TCP sessions by resetting them, but this technique often does not work in time, and it is not
applicable to non-T