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1.0 SCOPE

1.1 Identification

This document describes the Concept of Operations (ConOps) of the Core System for the United States
Department of Transportation’s (USDOT) next generation integrated transportation system.

The Vehicle Infrastructure Integration (VI1) program provided much of the research that led to this next
generation system. The economic and technology climates have changed significantly since the VI
program however; as a result much of what may have been considered viable during that program is no
longer practical. For further information about VII’s vision, please reference the VII Concept of
Operations.

1.2 Document Overview

The USDOT initiated this Systems Engineering (SE) project to define the ConOps, requirements, and
architecture for a system that will enable safety, mobility, and environmental applications in an
environment where vehicles and personal mobile devices are connected wirelessly, hereafter referred to
as the connected vehicle environment. This ConOps is a user-oriented document describing
characteristics of a to-be-delivered system from the user’s viewpoint. It includes a detailed description
of how an operational concept is applied, with corresponding interactions and information flows
between system elements and actors. It identifies the functions carried out by the system, users that
interact with the system, their roles and responsibilities.

Figure 1-1 shows the process used for developing the Core System ConOps. This process began with the
identification, analysis and documentation of user needs based on input collected and solicited from a
wide variety of sources. Inputs to the ConOps activities include:

e Public stakeholder workshops

e One-on-one meetings with USDOT stakeholder representatives

e Project goals and objectives identified in the SE contract

e Interviews with VII program participants including members of the Crash Avoidance Metrics
Partnership (CAMP), Vehicle Infrastructure Integration Consortium (VIIC) and the Booz Allen
Hamilton (BAH) team

e Documents from the VII program, research, and international activities (see Section 2.0)

Research conducted under the VII program provides the basis for much of what has become the Core
System. VII concepts such as probe data generation and collection, publish-subscribe and the 5.9 GHz
Dedicated Short-Range Communication (DSRC) communications architecture provide much of the
foundation for the Core System.

Figure 1-1 is an example of a type of figure used extensively in the ConOps to document processes. This
style of figure comes from the International Council on Systems Engineering (INCOSE) Systems
Engineering Handbook V3.1. It defines the actions of the actor in question (in this case the ConOps
developers) in the center box. The inputs box represents the interactions and inputs of stakeholder
workshops, one-on-one meetings, meetings with CAMP, VIIC and BAH. Enablers are those items that
help achieve or influence an outcome. The outputs of the ConOps development process are captured in
this ConOps document, most importantly by the needs defined in Section 4.0. These needs provide the
foundation for traceability to the system requirements to be defined in the System Requirements
Specification (SysRS).
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Controls
Contract Assumptions
Project Management Plan
Configuration Management Plan
Systems Engineering Management Plan

Inputs
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Project Goals and Objectives
One-on-One Meetings
Referance Documents
CAMP, VIIC and BAH Discussions

Activities
Transform User Inputs into User Needs Outputs
Define Operational Vision from User Inputs Completed Concept of Operations
Develop Concept of Operations Basis for Requirements Traceability
Deavelop Operational Scenarios

Enablers
Stakeholder Involvement
Action ltems
Risk Items

Figure 1-1: Core System ConOps Development Process
The Core System ConOps further reflects:

e Changes in assumptions and constraints identified by the USDOT and other key stakeholders

e Lessons learned and source material from the Cooperative Intelligent Transport System efforts
from both Europe and Asia

e Customer (user) needs from which requirements can be developed

The structure of this ConOps document is based on Institute of Electrical and Electronics Engineers
(IEEE) Standard 1362-1998 IEEE Guide for Information Technology, System Definition, Concept of
Operations (ConOps) Document. The ConOps document consists of the following sections:

e Section 1.0 provides an overview of the Core System and an introduction to this ConOps
document.

e Section 2.0 lists the documents used as background information or as a source of user needs. Many
of these documents are artifacts from the VIl program.

e Section 3.0 provides an overview of the current system. This is used as the basis for analyzing the
needs and capabilities to be considered in the revised system.

e Section 4.0 discusses the Core System needs and the process followed to identify and define them.

e Section 5.0 describes the proposed Core System including its scope, operational environment,
operational policies and constraints, major system services, interfaces to external systems and
subsystems.
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e Section 6.0 provides a set of scenarios developed to illustrate the Core System’s support for the
needs defined in Section 4.0. Each scenario includes a brief textual description of what the scenario
discusses. Then a context diagram is presented, describing the inputs, enablers and controls that
feed into the Core system, and what outputs are produced. Last, one or more activity diagrams
describe the interactions between users and core subsystems.

e Section 7.0 provides a summary of the operational, organizational and developmental impacts of
the proposed Core System.

e Section 8.0 discusses the improvements provided by the proposed system, its disadvantages and
limitations, and any alternatives or trade-offs considered.

e Section 9.0 contains an alphabetical listing of acronyms used in this document.

e Section 10.0 consists of several appendices including a list of participants in each of the five
stakeholder workshops, attendees at each of the one-on-one meetings, and the stakeholder input
table.

e Section 11.0 contains a Glossary of terms in this document.

Within these sections, the Core System is discussed in terms of the environment within which it will
operate, the services it provides, and the high-level design it supports. This foundation allows for the
definition of requirements and system architecture that support the vision set forth in this ConOps. It
provides the system boundaries and documents an understanding of the needs of the stakeholders who
will participate in and benefit from its operation.

The intended audience for this ConOps includes: USDOT, transportation managers (including state and
local DOTSs), vehicle manufacturers, information service providers, fleet managers, commercial vehicle
operators and regulators, application developers, and potential Core System acquirers, deployers,
operators, and maintainers.

1.3  System Overview

The USDOT’s connected vehicle program envisions the combination of applications, services and
systems necessary to provide the safety, mobility and environmental benefits through the exchange of
data between mobile and fixed transportation users. It consists of the following:

e Applications that provide functionality to realize safety, mobility and environmental benefits,

e Communications that facilitate data exchange,

e Core Systems, which provide the functionality needed to enable data exchange between and
among mobile and fixed transportation users, and

e Support Systems, including security credentials certificate and registration authorities that allow
devices and systems to establish trust relationships.

The Core System’s main mission is to enable safety, mobility and environmental communications-based
applications for both mobile and non-mobile users. The scope of the Core System includes those
enabling technologies and services that will provide the foundation for application transactions. The
Core System works in conjunction with External Support Systems like the Certificate Authority for
Dedicated Short Range Communications (DSRC) security, as defined in IEEE Standard 1609.2. The
system boundary for the Core System is not defined in terms of devices or agencies or vendors but by
the open, standardized interface specifications that govern the behavior of all interactions between Core
System Users.
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The Core System supports a distributed, diverse set of applications. These applications use both wireless
and wireline communications to provide:

e Wireless communications with and between mobile elements including vehicles (of all types),
pedestrians, cyclists, and other transportation users

e Wireless communications between mobile elements and field infrastructure

e Wireless and wireline communications between mobile elements, field infrastructure, and back
office/centers (Note: The terms “back office” and “center” are used interchangeably throughout
this document. Center is a traditionally transportation-focused term, evoking management centers
to support transportation needs, while back office generally refers to commercial applications.
From the perspective of the Core System these are considered the same.)

The Federal Communications Commission (FCC) allocated 75 Megahertz (MHz) of spectrum in the 5.9
Gigahertz (GHz) frequency range for the primary purpose of improving transportation safety. In addition
to safety of life and public safety applications, the FCC’s Final Report and Order also allowed private
and non-safety applications to make use of the spectrum on a lower priority basis. This allowed the VII
program and associated research efforts to test the capabilities of 5.9 GHz DSRC for vehicular-based
safety and mobility applications.

V11 considered that some safety and mobility applications would be installed on all participating
vehicles. Some safety applications would have been mandated to be installed on participating vehicles.
Non-safety or mobility applications would have been installed on an opt-in basis however. The work
following VI retains those possibilities that some applications may be mandated for safety while others
would be optional.

A critical factor driving the conceptual view of the Core System and the entire connected vehicle
environment is the level of trustworthiness between communicating parties. A complicating factor is the
need to maintain the privacy of participants, though not necessarily exclusively through anonymous
communication. The Core System is planning anonymity into the trusted exchange of data, using the
existing Privacy Principles (see the VII Privacy Policies Framework v1.0.2) as guidelines, and balancing
privacy against security and safety.

While the Core System is being planned for anonymity, it is also providing a foundation from which to
leverage alternative communications methods for non-safety applications. These alternatives are
typically available on the market today; however, the levels of anonymity and privacy inherent to these
systems are typically governed by agreements between communication providers and consumers. So
while privacy is not compromised for an individual, what happens between that individual and their
communication provider (e.g., 3G service provider) very well may compromise privacy. Some
application providers may require personal information in order to function which would require the
application user to opt-in to use that application.

VIl was conceived as a nationally deployed and managed system but the current thinking is that the
connected vehicle program will likely include locally and regionally oriented deployments and it must
be able to grow organically to support the changing needs of its user base. Deployments will likely be
managed regionally but follow national standards to ensure that the essential capabilities are compatible
no matter where the deployments are established.

Within the connected vehicle environment the Core System concept distinguishes communications
mechanisms from data exchange and from the services needed to facilitate the data exchange. The
functions and their relationship to each other are further defined in Section 4.0.The Core System
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supports the connected vehicle environment by being responsible for providing the services needed to
facilitate the data exchanges. The contents of the data exchange are determined by applications unless
the data exchange is used as part of the facilitation process between the user and the Core.

The Core System provides the functionality required to support safety, mobility and environmental
applications. This same functionality may enable commercial applications but that is not a driving
factor. The primary function of the Core System is the facilitation of communications between System
Users and some of the communications must also be secure. The Core may also provide data distribution
and network support services depending on the needs of the Core deployment. Section 5.0 describes the
Core System in more depth and with more detail.

The Core System exists in an environment where it facilitates interactions between vehicles, field
infrastructure and backoffice users, as illustrated in Figure 1-2.
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Figure 1-2: Core System Boundary Diagram

In Figure 1-2 above, the users, their devices, and software applications are outside of the Core System;
the Core is still responsible for facilitating their security; this is chiefly done by providing digital
certificate-based mechanisms to ensure trust between users. The Core also provides networking services
to facilitate communications, though it does not comprise the communications network. Readers who
are familiar with V11 should note that the following are not part of the Core System:

e Mobile Users (e.g., vehicle devices, pedestrian smartphones) — any user device

¢ Roadside Equipment (RSE) — both public and commercial fixed devices
e Transportation Management Centers (TMC) and other public or private backoffice or centers
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It is also important to note that the Core System is not meant to mandate or change existing
transportation equipment, technology or transportation centers. The Core System provides mechanisms
for efficiently collecting and distributing transportation data, but does not necessarily replace existing
systems, though it is likely that many existing data collection mechanisms will be made obsolete by its
data collection and distribution function.

1.4

Stakeholders

Core System stakeholders span the breadth of the transportation environment, including users, operators,
deployers and maintainers of roads, devices and vehicles. Core System stakeholders include:

Transportation Users, e.g., private vehicle drivers, public safety vehicle operators, transit vehicle
operators, commercial vehicle operators, passengers, cyclists and pedestrians

Transportation Operators, e.g. traffic managers, transit managers, fleet managers, toll operators,
road maintenance and construction

Public Safety, e.g. incident and emergency management, including fire, police and medical
support

Information Service Providers, e.g. data and information providers for transportation-related
data, including traffic, weather and convenience applications

Environmental Managers, including emissions and air quality monitors

Original Equipment vehicle Manufacturers (OEMs)

In-vehicle device manufacturers

In-vehicle, personal handheld, roadside and backoffice application developers
Communications Providers, including cellular network operators

Federal regulatory and research agencies under the umbrella of USDOT or another government
entity like the FCC

Policy setting entities may include federal, state, and local level transportation agencies as well
as standards development organizations and perhaps a consortium of public and private sector
entities overseeing the development, deployment, and operation of a Core System.
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DOCUMENTS

This section is divided into two portions. The first section lists the documents that are explicitly
referenced as part of this document. The second section lists the documents or other resources that were
used for background information and as a source for potential user needs during the development of this
ConOps though there may not be a direct reference.

2.1

2.2

Referenced Documents

Core System System Architecture Document (SAD), Sept 6 2011
Core System System Requirements Specification (SyRS), Sept 06 2011

IEEE Std. 1362 — IEEE Guide for Information Technology, System Definition, Concept of
Operations (ConOps) Document, 22 Dec 1998

IEEE 1609.4 Standard for Wireless Access in Vehicular Environments (WAVE) - Multi-Channel
Operations, Oct 2006
INCOSE Systems Engineering Handbook version 3.1, August 2007

Information technology—Open Systems Interconnection—Basic Reference Model: The Basic
Model, ITU-T Recommendation X.200, ISO/IEC 7498-1:1994

Vehicle Infrastructure Integration (V1) USDOT Day-1 Use Case Descriptions, v1.0, May 2006

Vehicle Infrastructure Integration Consortium (VI1C) Standards Recommendations, VIIC
Document SYS090-05, May 23, 2010

V11 Concept of Operations (ConOps), BAH, v1.2, September-06
VII National System Requirements (NSR), BAH, v1.3.1, April-08
VI Privacy Policies Framework, Version 1.0.2, February 16, 2007

Resource Documents

A Provisional Technical Architecture for the VII, PB Farradyne, July 2004
A Summary of European Cooperative Vehicle Systems Research Projects, Jun-09
Achieving the Vision: Policy White Paper, 4/30/2010

An Initial Assessment of the Ability of 4G Cellular Technology to Support Active Safety
Applications, Final Draft, 11/18/2009

Architecture Specification for the Vehicle and Certificate Authority Certificate Management
Subsystems, VIIC

CAMP Security Final Report, Draft, 8/31/2010

CEN TC278-WG16_ISO TC204-WG18_2nd Meeting-Sept-2010_ Agenda, 7/24/2010
Certificate Authority (CA) Subsystem Specification, BAH, v1.1, February-07

Certificate Management Concept of Operation, VIIC, SEC 110-01

Cooperative Intersection Collision Avoidance System for Violations (CICAS-V) for Avoidance of
Violation-Based Intersection Crashes Paper, Michael Maile and Luca Delgrossi, March 2009
Data Element Dictionary, BAH, v1.0, February-07

EC Standardization Mandate M/453 Preliminary work plan for ETSI TC ITS, 7/27/2010
Enterprise Network Operations Center (ENOC) Subsystem Specification, BAH, v1.1

ETSI Intelligent Transport Systems (ITS) Security Services and Architecture, ETSI TS 102 731,
v1.1.1, 9/21/2010
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European ITS Framework Architecture, v4.0, 2009

European ITS Communication Architecture, v3.0, 2010

Final Report: VII POC Executive Summary — Infrastructure (Volume 1B), BAH

Final Report: VII POC Executive Summary — Vehicles (Volume 1A), VIIC

Final Report: VII POC Results and Findings — Infrastructure (Volume 3B), BAH

Final Report: VII POC Results and Findings — Vehicles (Volume 3A), VIIC

Final Report: VII POC Technical Description — Infrastructure (Volume 2B), BAH, 5-15-09 Final
Final Report: VII POC Technical Description — Vehicles (Volume 2A), VIIC, volume 2
Functional and Performance Requirements for the VII POC OBE Subsystem, VIIC

IEEE P1609 Working Group Meeting Notice and Draft Agenda, 7/14/2010

IEEE 1609.1 Standard for Wireless Access in Vehicular Environments (WAVE) - Resource
Manager, Oct 2006

IEEE 1609.2 Standard for Wireless Access in Vehicular Environments (WAVE) - Security
Services for Applications and Management Messages, Jun 2006

IEEE 1609.3 Standard for Wireless Access in Vehicular Environments (WAVE) - Networking
Services, Apr 2007

IEEE 802.11p-2010, 15 July 2010

IEEE Standard 802.16: A Technical Overview, C80216-02_05, 6/4/2002

IEEE Standard for Software Configuration Management Plans, 12 Aug 2010
IEEE Std. 1028-1997 — IEEE Standard for Software Reviews, 9 December 1997

IEEE Std. 1220-2005 — IEEE Standard for Application and Management of Systems Engineering
Process, 9 September 2005

Infrastructure Lexicon, BAH, v1.1, February-07

Intelligent Transport Systems (ITS) Communications Architecture, ETSI EN 302 665 V1.1.1
(2010-09), European Telecommunications Standards Institute 2010.

ITS Standards Development Organizations Membership Overlap Analysis, Jan-10

ITS Strategic Research Plan, 2010-2014: Executive Summary, US DOT, 3/29/2010

Joint CEN and ETSI Response to Mandate M/453 — EC Comments, 7/27/2010

M/453 Co-operative Systems Progress Report, 7/27/2010

Mileage-based User Fee Technology Study, 8/7/2009

Network Subsystem Specification Addendum, BAH, v1.0.1a, March-07

Network Subsystem Specification, BAH, v1.1, April-07

OBE Communications Manager Subsystem Requirements Specification, VIIC, ENA 110-02
OBE Subsystem Design Description, VIIC, SYS 112-02 (OBE), SYS 112-01

OBE to RSE Interface Requirements Specification, VIIC, SYS 120-04

POC OBE Subsystem Functional and Performance Requirements, VIIC, SYS 110-02

POC Probe Data Collection Vehicle Application Requirements, VIIC, APP 220-01

POC Trippath Generation Application Requirements, VIIC, APP 220-04

Policy Roadmap for Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V21) Safety, Draft:
05/19/2010

Potential Haul-In Aftermarket Device Suppliers, 6/11/2010
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Risk Management Plan for the Deployment of IV1 Collision Avoidance Safety Systems, Draft
Ver 1, 11/4/2004

RSE Procurement Analysis, BAH, v1.0, June-06,

Roadway Geometry and Inventory Trade Study for Applications, 7/1/2010

RSE Software Requirements Specification (SRS), BAH, v2.0, July-07

RSE Subsystem Specification, BAH, v1.2

SAE J2735 - Dedicated Short Range Communications (DSRC) Message Set Dictionary, v2, Nov
2009

SAE J2735 Standard: Applying the Systems Engineering Process, 6/30/2010

Service Delivery Node (SDN) Subsystem Specification, version 1.1, February 2007
Standardization Mandate

Transit Crosscutting Application Development and Implementation Program Plan and Roadmap
(2010-2014), 3.1, Jul-10

US Code Section 36 CFR Part 1194 - Electronic and Information Technology Accessibility
Standards (36 CFR 1194 implements Section 508 of the Rehabilitation Act of 1973, as amended),
Dec. 21, 2000

Vehicle Safety Communications — Applications (VSC-A) Project: Crash Scenarios and Safety
Applications, Michael Maile, May 2, 2007

Vehicle Safety Communications in the United States Paper, Michael Shulman and Richard
Deering, March 2007

Vehicle Segment Certificate Management Concept of Operations, VIIC, SEC 110 01
Vehicle Segment Security Plan (Security ConOps), SEC 100-10, Jan 2007

Vehicle-Vehicle and Vehicle-Infrastructure Communications based Safety Applications, Michael
Maile, February 2010

VII Architecture and Functional Requirements, PB Farradyne, VII Architecture version 1.1
2005 _07_20

VIl Communications Analysis Report, BAH, v3.0, July-06

V11 System Discussion, 7/8/2010

VI USDOT Day-1 Use Case Descriptions, BAH, Combined Final v1.0, May-06
X-072 Interface Requirements Specification, SYS 120-02
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3.0 CURRENT SYSTEM

3.1 Background, Objectives, and Scope

This section provides an overview of the current system. Identifying the current transportation system is
not straightforward: while the VII program was never deployed, it did include a national system
specification, prototype design and test-bed for a next-generation system enabling V2V and V2| wireless
communications. Because of this applicable research-focused heritage, the current system baseline is
defined in the VII National System Requirements (NSR) document.

The VII program’s objectives were to seek significant improvement in safety, mobility, and commerce
by deploying a communications infrastructure on roadways nationwide and installing DSRC radios in all
production light vehicles. VI presented opportunities to take the next great step forward toward
improving surface transportation. V11 would provide safety features on vehicles that could prevent
accidents at intersections, improve traffic management, enhance traffic mobility, optimize emergency
response and keep vehicles from running off the road.

Under the VI program stakeholders worked together to explore the possible applications that would be
enabled when vehicles could communicate directly with the infrastructure. VII stakeholders included
vehicle manufacturers, Federal and State highway agencies, and engineering and communications
support companies. USDOT’s role included funding and fostering VII research, initiatives, applications
and other related technologies. Other public transportation agencies provided experience, reference and
the infrastructure foundation for the Proof-of-Concept (POC). Private companies, including vehicle
OEMs, communications and other firms developed the NSR, other documents and constructed and
operated the POC and ensuing test-bed.

For VII, all communications between vehicles and with vehicles were to use 5.9 GHz DSRC. In
addition, the OEMs would install a DSRC radio only on new production vehicles; little consideration
was given for aftermarket and retrofit devices (the NSR does include concepts for non-original
equipment, but little other VII documentation addresses the use of aftermarket or retrofit devices).

DSRC uses 5.9 GHz in the US which is allocated into seven 10 MHz channels, four of which can be
combined into two 20 MHz channels. This allows RSEs in local proximity of each other (approximately
1,000 meters) to provide services without causing interference. It also allows for use of some existing
commercial IEEE 802.11 based radio components — the same standard interfaces that govern wireless
networking access devices, e.g., Wi-Fi. Since it is critical for safety reasons to ensure that all OBE and
RSE can hear each other, and the standards developers did not want to assume the use of multiple radio
transceiver systems (or very wide band receiver systems), a method for channel management was
developed and is described in IEEE 1609.4.

The concepts that were defined and tested during V11 along with the standards that have evolved through
VII and other related efforts around the world can be considered as stepping stones from stand-alone,
proprietary technologies to a more integrated and open standards-based environment. The Core System
engineering effort builds upon the results of the VI initiative. Its enabling capabilities may not
necessarily replace any existing systems because of deployment strategies and budget constraints, but it
will fit alongside and enhance existing Intelligent Transportation Systems (ITS).

3.2 Operational Policies and Constraints

The current system presumed a national deployment, operated and managed by a VII Operating Entity.
It was envisioned to include a vast backbone and backhaul network distinct from existing ITS
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deployments; backhaul between VI field and management devices were not to be shared with existing
ITS.

Traditional ITS systems are typically funded, built, and operated by either a single public agency (state,
local) or by private industry. Occasionally a multi-agency organization is formed (e.g., as a collaborative
role of multiple state and local entities) to run for example a traffic management center, but by and large
ITS are single agency systems. Each entity decides where it deploys its equipment and for what
purposes. In some cases these may conflict with the purposes or goals of the larger region, requiring
agencies to work together to resolve the conflict.

3.3  Description of the Current System

VII focused on wirelessly linking vehicles with one another, with field devices and with transportation-
related centers. Most VII work concentrated on light vehicles. The VII NSR does include a concept of
public service vehicles, but there is no difference in how these vehicles are handled. VI does not
explicitly recognize other vehicle types, such as transit or commercial, as the initial focus of the program
was on light vehicles.

3.3.1  Current System Overview
The high-level logical overview of the VII system is represented in Figure 3-1.

Roadside X-05 X-03 Network Users
Infrastructure
; ; X-07 - Administrative
Private Mobile X-01
te M VIl System Users
X-04 Infrastructure
Public Service X-06 Service Provider
Mobile User Management
Systems
X-02

External Data
Sources

Figure 3-1: VII NSR Context Diagram

The seven user types that interact with the VI system are listed with abbreviated descriptions from the
NSR document:

The Roadside Infrastructure User (RIU) includes traffic management or monitoring systems that interface
with the VII System from the roadside as a:

a. Data Subscriber to receive data

b. Data Provider to provide data

c. Advisory Agent to send and receive advisory messages to and from the V11 System

d. Transaction Agent to conduct informational transactions with vehicles or centers.
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Private Mobile User (PMU) is the VIlI-enabled, personal or public vehicle or non-original equipment
(aftermarket, portable, handheld, etc.) operated by the general public, agency, or corporation. PMU
interacts with the VIl System as a:

a. Data Provider to provide data

b. Data Advisory Subscriber to receive data

c. Transaction Agent to conduct informational transactions
Public Service Mobile User (PSMU) is a VlI-enabled uniquely identifiable public mobile user, such as an
ambulance, fire truck, police or road maintenance vehicle, or non-original equipment (aftermarket,
portable, handheld, etc.). PSMU interacts with the VIl System as a:

a. Data Provider to provide data

b. Data Advisory Subscriber to receive data

c. Transaction Agent to conduct informational transactions
The Network User is the public or private back office entity that uses VI System services. A Network
User interacts with the VII System as a:

a. Network Subscriber to receive data

b. Network Advisory Provider to provide data

c. Network Transaction Agent to conduct informational transactions
The Administrative User manages V11 System services; specifically it manages VI assets, enables or
disables services, monitors VII System operations in selected domains, manages access and authorization
of Network Users.
The Infrastructure Service Provider Management System is the telecommunications service provider
customer service and network management systems. This may include the communications infrastructure
provided by telecommunications companies.
The External Data Sources of the VI System include:

a. Global Positioning System (GPS) to provide positioning and timing information

b. Differential GPS (DGPS) Corrections providing enhanced positioning information to those VII

subsystems that require more accurate positioning information
c. Roadway maps with sufficient accuracy to support vehicle safety applications

3.3.2  Current System Architecture

As part of the overall VI program a set of 100 use cases were developed by various stakeholder groups.
The use cases provided insight into the needs and priorities of the various stakeholders. From the initial
set of 100, 20 use cases were identified and articulated in more detail. These represented applications
expected to be available at the initial deployment of VII and were known as the “Day-1 Use Cases.” It
was from these 20 use cases that the VI services were developed.

The V11 architecture provides ten services designed to support safety, mobility and commercial
applications. The VII services are:

e Advisory Message Distribution Service (AMDS): provides a mechanism for the Network User and
Roadside Infrastructure User to send messages to PMU/PSMU. For the Network User, this
includes the ability to select from geographic areas and broadcast messages to all PMU/PSMU in
the area. For the Roadside Infrastructure User, the communication is local to the vicinity of the
RIU (generally within 2000m).

e Communications Service: Provides data exchange between PMU/PSMU and other PMU/PSMU,
Roadside Infrastructure User and Network User.
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Information Lookup Service: Provides underlying network support capabilities enabling
communications between users of all types.

Management Service: Provides maintenance, monitoring, configuration of non-mobile system
components.

Map Element Distribution Service: Distributes small maps containing roadway geometry and lane
features to PMU/PSMU.

Positioning Service: Distributes positioning and position correction information to the
PMU/PSMU and VII subsystems (Figure 3-2) that require it.

Probe Data Service (PDS): Collects probe data from PMU/PSMU, distributes data to Network
Users and Roadside Infrastructure Users using publish-subscribe methodology.

Roadside Infrastructure Support Service: Provides compatibility and formatting for Roadside
Infrastructure Users (e.g., Signal Phase and Timing (SPAT), tolling).

Security Service: Security protection against unauthorized use or sabotage of internal systems.
Also maintains authorizations, determining what permissions each user has.

System Time Service: Distributes timing information to users and VI subsystems.

These services are implemented by the VII Architecture illustrated in Figure 3-2.
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Figure 3-2: VII NSR Architecture Diagram
Roadside, Mobile and Network Users are further subdivided according to how they use VII:

e Advisory Providers use the AMDS to send advisories to the VII System.

e Advisory Subscribers use the AMDS to receive advisories from the VIl System.
e Data Providers use the PDS to send probe data to the V11 System.

e Data Subscribers use the PDS to receive probe data from the VII System.

e Transaction Agents (Local, Network and Mobile) use the Communications Service to engage in
transactional communications with other Transaction Agents.

The VII Infrastructure includes the fixed installations that provide VI1I Services to Network Users and
interface with Mobile Users and Roadside Infrastructure. The VI Infrastructure includes:

e The Enterprise Network Operations Center (ENOC) providing centralized monitoring and control
of all VII Infrastructure components, as well as operations functions. Additionally, ENOC
maintains a registry of all Network Users, Administrative Users, Infrastructure Service Provider
Management Systems and selected Roadside Infrastructure and External Data Sources.

e The Service Delivery Node (SDN) communicating with the ENOC, other SDNs and an associated
group of RSEs. The SDN provides the interface through which Network Users access VI services.

e The RSE communicating with a single primary and alternate backup SDN. The RSE provides the
interface through which PMU/PSMU access VI services.
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V11 enables the following types of communication:

e Geo-cast messages from Network Users to PMU/PSMU

e Point-to-point messages between Network Users and PMU/PSMU, initiated by PMU/PSMU
e Uni-cast messages between PMU/PSMU

e Uni-cast messages between Roadside devices and PMU/PSMU

VII Services are implemented primarily at the SDNs, but the ENOC and RSE have roles implementing
some parts of services. For example, the RSE provides proxies to access services, and can cache
information locally. The ENOC provides aspects of the management and security services.

The Private Mobile User Segment and Public Service Mobile User Segment provide the mechanism
whereby the PMU/PSMU interface with the VII System. The functionality for these subsystems is
contained in a mobile system. This includes but is not limited to what is traditionally called OBE, but
could also include aftermarket or handheld implementations. Communication with the RSE uses a
DSRC radio.

The Certificate Authority (CA) issues keys and certificates to facilitate digitally signed and encrypted
messaging. The CA also publishes lists of revoked certificates, so that users can verify that a particular
message came from a valid, trustworthy source.

Section 4.2 of this ConOps includes a comparison of the services implemented by VIl with the needs of
the Core System.

3.3.3 POC and Test-bed

While V11 was never fully deployed, various test-bed activities were carried out and in some cases are
still active. One of the early implementations of VII was the deployment of the POC system that
included 55 RSEs placed at various locations in the northwestern Detroit suburbs. These RSEs were
linked to two SDNs, one in Virginia and the other in Michigan, using a variety of different back haul
technologies including 3G cellular, Worldwide Interoperability for Microwave Access (WiMAX) and
wire line communications. The POC deployment has since been migrated to a test-bed environment to
be used to test the next generation transportation-related technologies.

Because developing and testing all 20 Day-1 VII Use Cases would have been impracticable, the POC
program identified a subset of use cases that exercise the core functions. These were then implemented
and tested in ways to assess both the functionality and the baseline performance of the system. The
system would provide these core functions in the same way regardless of the specific details of the
application.

3.4  Modes of operation for the Current System

The VII NSR document limited discussions on modes and states of the system, but it did identify
requirements for failed and degraded services (which correlates with degradation modes and states). It
also identified the need for restoration mechanisms to recover the system to an operational state.
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4.0 JUSTIFICATION FOR AND NATURE OF CHANGES

This section discusses Core System operational goals, system needs and user needs. Operational goals
establish parameters and targets for system performance. Needs identify what the system needs to do:

e System needs describe what the system needs to do
in order to meet operational goals.
e User needs describe what the system needs to do in [ — ) )
. - - - Application Foundatlon] [ Operational Goals ]
order to provide a foundation for applications.

Figure 4-1: User and System Needs

Connected vehicle applications are not part of the Core

System, but consideration of those applications drives the
nature of the system. The Core needs to enable applications that meet the overarching USDOT goals of
improving safety, mobility and the environment.

The existing V11 system does not entirely meet these system and user needs, is not focused on
environmental improvements, and thus does not enable applications as envisioned. It provides some of
the basis for facilitating trust between users, but not in a sufficiently scalable way. It does not account
for the differences between DSRC and other media, restricts publish-subscribe to internal applications
(probe data, advisory messages) and does not account for varying policies, operations and maintenance
capabilities and procedures that exist in different localities. V11 also includes functionality and
applications that are not necessary to meeting system needs, including provisions driven by the goal of
improving commerce, which is no longer a program goal. All of these discrepancies are documented in
the following section.

Typically a ConOps would proceed from this point with a justification of changes and descriptions of
what those changes are, compared to the current system. As documented in Section 3.0, the current
system is defined by the baseline documented in the VI National System Requirements. However, that
system was not developed using the same systems engineering approach as the Core System. Comparing
the document set that defines the Core System (this document and succeeding requirements and
architecture documents) with documentation from the VI1I program is not a simple exercise as the
contents of various documents are not easily aligned. Consequently, the Core System ConOps starts
from a fresh examination of user and system needs, rather than starting from changes to the existing
system. Documentation of changes to the existing system is completed in Section 4.2 by an analysis of
which Core System needs are met by VII.

Subsequent to the user needs definition priorities are assigned among the suggested changes, including
which capabilities must be included, which are desirable, and which are optional. Next is a discussion of
functionality that was considered for inclusion but rejected for one reason or another (the reasons for
rejection are included as well). Lastly, we document the various constraints under which the Core
System will be developed, operated and maintained, along with the assumptions made with regard to
those issues that could not otherwise be determined.

4.1  Justification for Changes

In the five years since the concept phase for VI, wireless access has become widely available at speeds
sufficient to enable many VII-envisioned applications without the need for a dedicated transportation-
focused communications network.

The VI system included communications as one of its underlying services. The communications service
“...will provide communications facilities sufficient to allow Mobile Users to exchange information
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with [other users]...(see the VII NSR V1.3.1 2008-Apr-15, p 12).” The VII Infrastructure documented in
the NSR includes definitions of communications interfaces between VIl Subsystems and between VII
Subsystems and external users; these definitions included specifications for the physical, data link,
network, transport and session layers (as defined by the Open Systems Interconnection (OSI) Model (see
Information Technology — Open Systems Interconnection — Basic Reference Model: The Basic Model.
ITU-T Recommendation X.200)).

One of the significant changes since VI is the way in which mobile users access services. VII was based
on DSRC for V2V and V2l communications, leveraging the low latency of the medium to enable time
sensitive (chiefly safety) applications, while the additional available bandwidth would be used to deliver
mobility and commercial services. Today however, cellular data services provide similar bandwidth to
DSRC, making it a practical alternative for non-safety applications.

While V2V communications using DSRC are an integral part of the connected vehicle environment, V21
DSRC communications will be limited to those areas where DSRC-based field infrastructure is
deployed. If a Core System operates in an area where there is no DSRC-based field infrastructure, it will
not have to support V21 DSRC. This leads to multiple, disparate interfaces between Mobile and Core,
depending on the media through which a user accesses the Core System.

For example, if a 3G user wants

access to the Core System, his OSI Layers

communications will be routed

through his 3G provider. He will Application

already have an Internet Protocol

(IP) address and Internet Presentation

connectivity. The interface

between the Core System and his Session Cellular
device will be between OSI layers Interface
3 and 7 (from IP through DSRC Transport

application layer). If on the other Interface ¢ J

hand a DSRC user wants access to Network

the Core System, his interface
would begin at the physical layer,
encompassing layers 1-7. This
would leave two different interface
definitions, one for the 3G user,
and one for the DSRC user. There
are other wide-area and local area

Figure 4-2: DSRC vs. Cellular OSI Model Layers Comparison

wireless technologies (WiMAX,
LTE, etc.) that would require their own interfaces. Establishing these interfaces, ensuring the anonymity
of users across different access technologies, and providing variations in Core system functionality to
support these different technologies adds additional complexity to the definition of the Core System.

As a result, lower layer connectivity is distinguished as outside the Core System. The Core System
provides a group of functions meeting needs aside from lower layer connectivity. The Core System must
accommodate users of various access media, but is not managing those media or networks as part of its
functionality. Figure 4-3 illustrates the major layers between and including the Core System and Users.
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Users
need
Improved Safety, Mobility and
Environmental Conditions

Application
Operators/ Applications
Developers SIEMIEE

o Functionality needed to improve safety, mobility and the environment
create and maintain

Applications

Communication

System Operators/ Communications Layer

provide

Developers Access and/or connectivity between users through wireless

create and maintain communications
Communications Systems

Core System

Operators/ Core System

Developers - provides

o Functionality needed to enable interaction between Users
create and maintain
Core Systems

Figure 4-3: System Layers and Users

The Core System provides functionality enabling the trusted and secure exchange of data between
users. Core System personnel operate, maintain, update and expand the Core System as necessary to
provide services. They also implement local policies using Core System services where appropriate. The
Core System provides interfaces to the services it provides, as defined in this and succeeding documents.

The Communications Layer provides wireless communications between Core System services and
safety, mobility, and environmental applications. Which communications mechanisms are implemented
at each deployment will vary. It could include cellular (e.g., 3G, 4G), WiMAX or other wide-area-
wireless, or a network of short-range communications hot-spots based on DSRC 5.9 GHz. It could be
privately operated, such as a typical cellular network is today, or publicly, like a municipal WiMAX
solution. There is however, one primary function any such communications layer must include: access.
The communications layer needs to provide logically addressable access to the Core System. How it
does this, by short range or wide area, through public or private channels, is a question of
implementation. Desirable communications performance characteristics will vary depending on the Core

18



Core System
Concept of Operations
Rev E

System services offered at a given location; these will be further defined in the Requirements and
System Architecture documents. Communications layer personnel operate and maintain the
communications systems.

Applications provide benefits in the area of safety, mobility, or the environment to Users. Applications
may include components in vehicles, handheld mobile devices, in back office environments and/or field
infrastructure. Applications use the Core System services to facilitate their interactions with other
applications or users. Applications are produced and maintained by Application Operators and

Developers.

The Interfaces between layers include physical specifications, communications protocols and message
set definitions, and vary depending on originator, destination and communications media chosen.

Figure 4-4 shows another view of the top level context in which the Core System resides, focusing on
the communications enabled between the Core and users. This diagram includes notions of the entire
connected vehicle transportation environment as defined below.

Core System
Personnel

External
Support
Systems

Legend

Communications
to/from Core

Communications
enabled by Core

Communications
independent of Core

Broadcast
Communications
independent of Core

\ T

Mobile

DO

N/

Figure 4-4: Core System Context Diagram
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The Core System interacts with four types of entities:

Core System
Concept of Operations

e Mobile includes all vehicle types (private/personal, trucks, transit, emergency, commercial,
maintenance, and construction vehicles) as well as non-vehicle-based platforms including portable
personal devices (smart phones, tablets, etc.) used by travelers (vehicle operators, passengers,
cyclists, pedestrians, etc.) to provide and receive transportation information. Mobile entities
interact with other Mobile and Field entities (e.g. Dynamic Message Signs (DMS), Roadside
Equipment (RSE)) in the Mobile entity’s vicinity, and Center entities from any location.

e Field represents the intelligent infrastructure distributed near or along the transportation network
which perform surveillance (e.g. traffic detectors, cameras), traffic control (e.g. signal controllers),
information provision (e.g. DMS) and local transaction (e.g., tolling, parking) functions. Typically,
their operation is governed by transportation management functions running in back offices. Field
entities also include RSE supporting Dedicated Short Range Communications (DSRC), and other
non-DSRC wireless communications infrastructure that provides communications between Mobile

entities and fixed infrastructure.

Rev E

e Center represents back office systems including public and commercial transportation and non-
transportation systems that provide management, administrative, information dissemination, and
support functions. These systems may exchange information relevant to the connected vehicle
environment with other center systems. All of these systems take advantage of the Core System to

provide or also make use of application data.

e Core System Personnel represents the people that operate and maintain the Core System. In
addition to network managers and operations personnel, Core System Personnel also includes those
that are deploying and provisioning Core elements. Other personnel interacting with the Core
include developers of software services that, maintain, fix and expand Core services or extend the

system as required.

The Core System also interacts with other instantiations
of Core Systems. More than one Core may exist, each

providing services over given geographic or topical areas.

Some may provide backup or standby services for others;
some may provide more or less services than others.

Radio/Satellite Sources refer to terrestrial radio and
satellite broadcast, including Global Positioning System
(GPS) broadcasts, and position correction broadcasts.

External Support Systems (ESS) provide services on
behalf of and/or in support of the Core System. These
services are provided by the ESS because it makes more
sense to manage, maintain and share the service between
multiple Cores due to overriding institutional,
performance or functional constraints.

When referring to multiple Core
Systems, this document will often
drop the word System. In most cases
Core System is used for the first
reference in a paragraph, and Core
used thereafter in that paragraph,
though in those sections describing
interactions between Cores or talking
about Core subsystems the word
System is usually left off entirely.
This is strictly for readability. The
title Core is a shortened version of
Core System.

Throughout the remainder of this document, the term System Users refers to the combination of
Mobile, Field, and Center. The term End User refers to the human user of the System User device. End
Users do not interact directly with the Core System, but are referred to as the ultimate beneficiaries or

participants in the connected vehicle environment.

20



Core System
Concept of Operations
Rev E

Some other aspects of the transportation environment have changed since the VII program. The
following additional considerations potentially affect the delivery of advanced transportation-related
applications that rely on the Core System:

4.1.1

Wide-area wireless (800 kbps and higher) communications paired with handheld devices capable
of running sophisticated applications has become commonplace over much of the United States.
Infrastructure-to-vehicle communication is not constrained to DSRC exclusively.

Core System, Communications and Applications will likely be deployed locally and regionally, not
nationally, in an evolutionary, organic fashion. There is not expected to be a single large national
deployment. This leads to the conceptualization that the Core System exists in multiple
instantiations. Further, Core Systems (and possibly Operators) will need to communicate with one
another.

VII’s restriction to support OEM-sourced new vehicle solutions only has been removed.
Aftermarket, retrofit and carry-in devices are all potential means for implementing mobile
solutions.

In addition to support for light vehicles, other vehicle types such as maintenance, construction,
commercial and transit vehicles will access Core System services.

Likewise, the mobile traveler including pedestrians, cyclists and transit riders will access Core
System services.

Core System Operational Goals

As part of the user needs generation process (further defined later in Section 4.1.2) there were many
meetings with stakeholders. Several themes came through consistently from those stakeholders that
would be tasked with deploying, maintaining and operating Core Systems, Communications Layer
systems and Applications. These themes are summarized by the following characteristics. These
characteristics provide overarching goals and begin to define the performance characteristics that the
Core System must demonstrate:

Flexibility: The Core System design must be able to adapt to external change without requiring

redesign.

Extensibility: The Core System implementation must take future growth into consideration.

Extensions may be achieved by adding new functionality or by modifying functionality that exists

at the time extension is required.

Scalability: The Core System must be able to handle growing amounts of work in a graceful

manner or to be enlarged to handle growing amounts of work, without requiring redesign.

Maintainability: The Core System must be maintainable in such a way so as to minimize

maintenance time, with the least cost and application of supporting resources. More specifically,

the figures of merit that must be defined are:

o The probability that a given item within the Core System will be restored to operating
condition within a given period of time when maintenance is performed as designed.

o The probability that maintenance will not be required more than a given number of times in a
given period, when the system is operated as designed.

o The probability that the maintenance cost for the system will not exceed a designated value
when the system is operated and maintained as designed.
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e Deployability: The Core System must be able to be deployed in existing transportation
environments, without requiring replacement of existing systems in order to provide measurable
improvements.

e Reliability: The Core System must perform in a satisfactory manner when operated and maintained
as designed.

4.1.2  Core System Needs Overview

4.1.2.1 Definition of a Need

A need is a capability that is identified to accomplish a specific goal or solve a problem, specifically to
be supported by the Core System. It describes “what” is needed while avoiding the implementation
specifics, or the “how.” Each need is identified uniquely, contains a description and a rationale.
Rationale may include examples of how the system capability may be exercised.

Two types of needs are identified for the Core System:

1. User needs that describe a capability required by a user in order for that user to accomplish a goal,
2. System needs that describe a capability required by the Core System in order to meet operational
goals.

All needs are framed from the perspective of the Core System. “The Core System needs to...” or similar
language modified to suit the need in question begin every need statement.

4.1.2.2  Needs ldentification Process
Core System needs were identified as part of a 6-month process documented in Figure 4-5.
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Figure 4-5: Needs Generation Process
Inputs to the needs identification process came from four major areas:

1. VIl-era documentation listed in Section 2.0

2. Public workshops held with stakeholders

3. “1 on 1” meetings with USDOT program managers
4. Interviews with POC developers

All of these forums provided information that was used as part of the needs generation process. Most
often the information provided was couched in the form of what a given stakeholder needed to support
applications, i.e., as user needs.

While a large variety of stakeholders provided input to the needs identification process, there were
practical limits with regard to schedule, the number of workshops and “1 on 1” interviews that could be
conducted. Solicitation of needs information occurred at three large public workshops:

e Detroit, MI — August 25 & 26, 2010
e San Jose, CA — September 1 & 2, 2010
e Washington, DC — September 29 & 30, 2010

Two additional, more focused workshops were piggybacked on other meetings:

e Vancouver, BC — August 10 & 11, 2010, focused on signal controllers and traffic management at
the Institute of Transportation Engineering (ITE) Annual Meeting
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e San Antonio, TX — October 5, 2010, focused on public transit in conjunction with the American
Public Transportation Association (APTA) Annual Meeting

Other public meetings including V11 security workshops, SAE J2735 and IEEE 1609 standards
meetings, Deployment Workshops, NAVTEQ NaviSmart Insurance, and an international Cooperative
Intelligent Transport Systems standards meeting (CEN TC204/WG18 and 1SO TC204/WG18 Joint
Meeting in Zurich, Switzerland) served as sources for needs input.

Many one-on-one sessions were held with USDOT program managers to discuss their programs and
how they might affect or be affected by Core System deployments. These included a wide variety of
transit, policy, commercial vehicle and freight operations, standards, dynamic mobility, safety, collision
avoidance, and transportation data programs.

Also, personnel responsible for various aspects of the VII POC, CAMP projects and a private DSRC
implementation were interviewed:

e BAH personnel that designed and implemented the POC system, as well as the existing national
system defined in the NSR

e BAH personnel that operate and maintain the test-bed in Detroit

e Members of the team that developed a Signal Phase and Timing (SPaT) implementation in
Owosso, Ml

e Representatives from CAMP and VIIC that were involved in various collision avoidance studies as
well as the VII POC.

User input collected from the various venues was validated during the later workshops. Workshops
ranged from one to two days and included a presentation of VII and more recent background material,
new assumptions and plans forward, and guidelines for identification of needs. During breakout
sessions, participants identified their problems, their needs, and the rationale behind their needs. During
a second breakout session, participants were presented with specific scenarios and asked how they
would leverage various capabilities (if those capabilities were provided).

Stakeholder inputs were organized according to what capability or capabilities they required. The inputs
were then grouped by desirable feature, and those features analyzed in light of VII POC results and
various constraints; the VII Privacy Policy Framework, capabilities of potentially applicable
communications technologies, and the “soft” constraint on deployer/operator budgets and personnel.
(This is a “soft” constraint for two reasons: 1) Localities or corporations may receive subsidies which
would override their budget restrictions; and 2) Localities may team together or with larger entities that
have available personnel/budget.)

The result of the needs generation process is presented in the following sections. Much of the user input
from the workshops is included as justification for the individual needs, i.e. the rationale for the
inclusion of a given capability.

4.1.2.3  Core System Needs

This section lists the needs that are driving the definition of the Core System, including the name,
description, and rationale of each need. In many cases the rationale terminates with a statement
referencing applications, often calling out specific examples of applications that drive the need. The
reason for this is simple: without applications, the Core System accomplishes nothing. All Core System
needs are focused on delivering services that will at some point be used to support applications.
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Data Protection: The Core System needs to protect data it handles from unauthorized access. This
is required to support applications that exchange sensitive information, such as personally
identifying or financial information, which if intercepted could compromise the privacy or
financial records of the user.

Core Trust: The Core System needs to establish trust with its System Users. Such trust
relationships are necessary so that the Core System can be assured that System Users are who they
say they are, and therefore trust the source and data it receives.

System User Trust: The Core System needs to facilitate trust between System Users. Such trust
relationships are necessary so that System Users can be assured that other System Users “are who
they say they are,” and therefore trust the source and data they receive from other System Users.
Core Trust Revocation: The Core System needs to revoke the trust relationship it has with its
System Users when necessary. A trusted System User may operate in a fashion that indicates it
should no longer be trusted, in which case the Core System must have a way of revoking that trust.
System User Trust Revocation: The Core System needs to facilitate the revocation of the trust
relationships between System Users when necessary. A trusted System User may operate in a
fashion that indicates it should no longer be trusted, in which case the Core System must have a
way of facilitating revocation of trust between System Users.

Authorization Management: The Core System needs to manage authorization mechanisms to
define roles, responsibilities and permissions for System Users. This enables the Core System to
establish operational environments where different System Users may have different capabilities in
terms of accessing Core services and interacting with one another. For instance, some Mobile
elements may be authorized to request signal priority, or some Centers may be permitted to use the
geographic broadcast service, while those without those permissions would not.

Authorization Verification: The Core System needs to verify that System Users and Core
Operations Personnel are authorized to perform an attempted operation. This enables the Core
System to restrict operations to those users are permitted to use those operations. For example,
geo-broadcast may be restricted to transportation or public safety agencies, so other users may be
prohibited from performing geo-broadcast.

Misbehavior Management: The Core System needs to identify System Users acting as bad
actors. Bad actors are not necessarily malicious; they could be malfunctioning devices that may
interfere with other System Users, Communications Layer systems or the Core System. Identifying
bad actors enables subsequent action to protect the integrity of all users sharing the transportation
environment.

Time Base: The Core System and System Users need to operate on a common time base.
Coordination of time between the internal systems that operate the Core System prevents internal
synchronization errors and enables time-sensitive interactions with System Users.

Data Request: The Core System needs to provide a mechanism for data consumers to request data
that is produced by data providers. This is a single request for a subscription to a certain type of
data, and subsequent modification of the request to change data types or subscription parameters.
Parameters include data frequency, type and location of where the data was generated. This enables
the distribution of anonymously-provided data to interested data consumers, without requiring
them to enter into a relationship with data providers. Request formats need to provide data
consumers with the ability to differentiate and receive only the types of data they requested. For
example this includes data type, geographic range, frequency and sampling rate. This request
method supports a wide variety of user needs, from planners requesting all traffic data all the time,
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to traveler information services requesting a subset of traffic data, to weather information services
only interested in windshield wiper status for vehicles in a specific area.

Data Provision: The Core System needs to supply information to data providers enabling them to
transmit data to interested data consumers. At a minimum, data characteristics need to include
type, frequency and location where data was generated, so that users that have requested data (see
need data request) can differentiate between available data. This need enables data providers to
direct the data they create to data consumers, and serves as the provider-side corollary to the data
request need. This supports a variety of applications, including those focused on the center
provision of data to users. It also serves as the answer to the System User’s question of “T have
data, how do I provide it and to whom?”

Data Forward: The Core System needs to provide a mechanism to distribute data that is produced
by a System User acting as a data provider and requested by another System User. The Core
System needs to provide this distribution mechanism, rather than relying on individual provider-
consumer relationships, because multiple consumers may want access to the same data. By having
the Core System distribute the data, System Users are relieved of the need to transmit the data
multiple times. Also, some data that may be critical to the proper functioning of mandatory
applications, such as data supporting geo-location of users (position corrections), time base data
and roadway geometry data, all of which likely comes from a single source and needs to be
distributed to large numbers of System Users. Additionally, System Users may interact over
resource-constrained communication links, so Core-provided data redistribution reduces the
potential load on those links.

Network Connectivity: The Core System needs to connect to the Internet. This allows the Core
to provide services to any System User capable of connecting to the Internet.

Geographic Broadcast: The Core System needs to provide the information necessary for System
Users who wish to communicate with a group of System Users in a specific area to do so. This
capability enables System Users to target those in a specific area for information they wish to
distribute without having to send individual messages to each recipient. Examples of applications
that might use this include Amber Alerts, traffic information, and air quality alerts.

Core System Service Status: The Core System needs to be able to monitor the status of Core
System services and provide accurate status information to System Users. The Core System can
then inform Core Operations Personnel when a service operates in abnormal or degraded fashion.
Additionally, System Users may not be able to access a Core System service (because of their
location for example) and would want to know where and when they could expect access to the
Service.

System Integrity Protection: The Core System needs to protect its integrity. This includes
defense against the loss of integrity from a deliberate attack, software bug, environmental or
hardware failure. Protection of the Core System ensures that System Users have a high confidence
in the security of the information they entrust to the Core System.

System Availability: The Core System needs to be available for System Users to access Core
System Services. This includes both operational availability and the predictable return to normal
operations after service degradation. Availability and a predictable return to normal operations
ensures that System Users have a high confidence in the ability of the Core System to provide the
services they require.

System Operational Performance Monitoring: The Core System needs to monitor its
performance. This includes the status of interfaces, services, and metrics for the demand for
services and the resolution of those demands. Monitoring the performance of Core System services
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and interfaces is necessary to understand when the system is operating properly, and to gauge
when the system may be nearing capacity so that action may be taken to prevent the system from
failing to provide services, e.g. maximum number of transactions/second, or internal
communication bandwidth.

Core System Independence: The Core System needs to be independently deployed and operated,
providing Core System services to all System Users within its operational scope. This ensures that
one entity’s Core System deployment is not contingent on or dependent on another for basic
functionality.

Core System Interoperability: The Core System needs to provide services in such a way that if a
mobile user moves into an area of another Core System their interface to the Core System still
operates. This helps manage user expectations and helps ensure that when a mobile user subscribes
to a service or installs an application the user experience is consistent across multiple Core
Systems.

Core System Interdependence: The Core System needs to operate in coordination with other
Core Systems. This ensures that Core services deliver information that is consistent with
information delivered by other Core systems, which will help avoid inconsistencies and
incompatibilities between Cores and between System Users interacting with multiple Cores.
Core System Data Protection: The Core System needs to protect data it maintains from
unauthorized access. This ensures that information held by the Core, which may include
sensitive information about System Users, is accessed only by authorized users.

Anonymity Preservation: The Core System needs to preserve the anonymity of anonymous
System Users that use its services. This ensures that System Users communicating with the Core
who wish to remain anonymous will not have their anonymity breached as a result of
communicating with the Core.

Private Network Connectivity: The Core System needs to connect to a private network. This
allows the Core to provide services to any System User that provides a private network
connection to the Core, which contributes to meeting the Deployability goal. It also allows Cores
to establish dedicated connections between them, which contributes to the Cores collectively
meeting goals of scalability, maintainability and reliability.

Private Network Routing: The Core System needs to route communications between other
Cores and System Users, when one or both of the parties involved in the communication is
connected to the Core by a private network. This enables System Users connected by private
network to interact with Center-based applications, and also facilitates backup operations
between Cores.
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4.2  Description of Desired Changes

This section describes differences between the needs specified above and the needs that are satisfied by
the V11 architecture as specified in the NSR. Comparing the components of the VII architecture to the
Core System illustrates major differences in how the Core System views users and internal components

compared to VII:

Table 4-1: VII Components and Core System Concepts

VII Architecture Core System Difference in Core System Concept
Component Analog

Roadside Infrastructure | Field User Field devices such as signal controllers and toll systems are

User still outside the system. They do not need to be integrated to
a communications backhaul dedicated to the Core as they
were in VII however.

Private Mobile User / Mobile User | For VII parts of the Mobile User were considered to be

Private Mobile User inside the VII System. The Core System considers vehicles,

Segment aftermarket devices, handhelds, in fact any End User device
to be outside the system.

Public Service Mobile | Mobile User | The Core considers all Mobile Users the same, potentially

User / Public Service with different roles and responsibilities, but still using the

Mobile User Segment same Core interfaces.

Network User Center Basically the same as VII.

Administrative User Core System | Basically the same as VII.

Personnel

Infrastructure Service None VII coupled services with communications. The Core System

Provider Management is strictly a provider of services, so the need for interfaces to

Systems separate communications management is unnecessary.

RSE Field The Core System defines the RSE as a Field User that has a
DSRC interface. It is outside the Core System, and thus not
responsible for implementing Core Services. In VII the RSE
was the point of contact for Mobile Users, and provided
proxies to many VI services. Some Core services may be
accessed through proxies provided by the RSE, but RSE is
not required to provide these proxies.

SDN, ENOC, Core System The Core System includes most of the functionality of VII’s

Certificate Authority ENOC, SDN and CA. VII assumed a national deployment
would require hundreds or thousands of SDNs, but small
numbers (1-10) of ENOCs and likely a single CA hierarchy.
The Core views all of these as part of the Core System, and
does not separate the provider of services from the
administrative tools used to implement and manage those
services at this level. The Core does consider the possibility
of using ESS to provide some or most CA functions.
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Table 4-2 lists the Core System Needs and the status of those needs in the VI design.

Table 4-2: Core System and VIl Needs Comparison

CORE SYSTEM NEED STATUS IN CURRENT DESIGN (VII)
Data Protection Partially Satisfied. Distribution of certificates envisioned to
facilitate encryption and decryption of data transmitted between
V1 entities was partially architected.

Core Trust Partially Satisfied. Distribution of certificates envisioned to
facilitate trust between VI entities was partially architected.

System User Trust Partially Satisfied. Distribution of certificates envisioned to
facilitate trust between V11 entities was partially architected.

Core Trust Revocation Partially Satisfied: VII reports indicate that distribution of

Certificate Revocation Lists (CRL) for large scale deployments
would require additional work in terms of scalability and
performance analysis.

System User Trust Revocation Partially Satisfied: VI reports indicate that distribution of
Certificate Revocation Lists (CRL) for large scale deployments
would require additional work in terms of scalability and
performance analysis.

Authorization Management Partially Satisfied: VI differentiated between user types, and
included a notion of ‘operational scope.” Insufficient detail is
present in the NSR to determine if this includes restricting the
roles and permissions for all System Users, or just VII Network
and Administrative Users (akin to Centers and Core Personnel).

Authorization Verification Partially Satisfied: VI differentiated between user types, and
included a notion of ‘operational scope.” Insufficient detail is
present in the NSR to determine if this includes restricting the
roles and permissions for all System Users, or just VII Network
and Administrative Users (akin to Centers and Core Personnel).

Misbehavior Management Partially Satisfied: The VIl Management Service includes
requirements for monitoring, detecting, logging and reporting
abnormal behavior, as well as an “operational scope” concept
that could be applied to Mobile users. It did not include a
concept for receiving misbehavior reports about Mobile users
from third parties. VII also did not include any concepts for
multiple Core systems, where policies defining misbehavior
might vary.

Time Base Satisfied. The VII System Time service met this need.
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CORE SYSTEM NEED

STATUS IN CURRENT DESIGN (VII)

Data Request

Partially Satisfied: VII includes a publish/subscribe mechanism
that implements this and the two succeeding needs; however, it
is limited to probe data and advisory message delivery. The
new concept does not restrict the flow of data to vehicle-based
probe data or center-based advisories. Further, VII presumed
that all data would travel through the VII network; the effects of
the addition of other communications media are unclear.

Data Provision

See Data Request

Data Forward

See Data Request

Network Connectivity

Partially Satisfied. The External Access Gateway, part of the
VI1 SDN allows Network Users (Centers) to access VII services
through the Internet.

Geographic Broadcast

Partially Satisfied: VII includes mechanisms for
geographically-focused broadcasts using roadside equipment
DSRC broadcasts, but does not address how to implement
without DSRC communications.

Core System Service Status

Not satisfied. VIl did not advertise the status of Core
(SDN/ENOC) services.

System Integrity Protection

Partially Satisfied. The VI1I design documented in the NSR does
not include environmental monitoring or mitigation. The POC
implementation did include these aspects of integrity protection,
but they are not fully documented.

System Availability

Not satisfied. The NSR includes system availability and
maintainability requirements with unspecified values.

System Operational Performance
Monitoring

Satisfied. The VII Management service specified management
functions consistent with the Core System’s needs.

Core System Independence

Satisfied. VIl was envisioned as a single, nationally deployed
system. As such it could operate independently by design.

Core System Interoperability

Partially Satisfied. VIl included concepts for locally managed
RSEs with different operational policies depending on local
needs. It also required interoperability between
regionally/locally deployed components (SDNs). Dependence
on a single (or at most small number, certainly less than the
number of SDNs) of ENOC(s) is a marked difference, as is the
requirement for a “VII Operating Entity” that would make
decisions affecting deployment and policy implementations.

Core System Interdependence

Partially Satisfied. VIl was architected with SDNs and ENOCs
working tightly together. However, variation between local
management policies was not considered at the highest level.

Core System Data Protection

Satisfied. VI includes specifications for different types of users
with configurable access, encrypted data storage and
transmission necessary to protect the data stored and handled by
the system.
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CORE SYSTEM NEED STATUS IN CURRENT DESIGN (VII)

Anonymity Preservation Partially Satisfied. VIl depends on a rapidly changing source

identifier to obscure Mobile users. In some circumstances it is
possible to track a single user providing probe data, but as
DSRC device penetration increases this becomes extremely
difficult.

Private Network Connectivity Satisfied. The VII Network Subsystem provides dedicated

connections to Network Users that require them.

Private Network Routing Satisfied. The VII Network Subsystem routes data between

SDNs to Network Users connected to one SDN but not the
other.

V11 includes some services that partially overlap with Core System needs such as the Probe Data Service
(PDS). Additionally, there are services in V1I that provide capabilities not reflected in the needs for the
Core System. There are also services within VII that map to the Communications Layer, not the Core
System services. The following are capabilities that exist in VII, beyond needs defined for the Core
System:

1.

2.

4.3

The VII Communications Service includes a session management capability, which is not reflected
in any needs of the Core System.

The VII Communications Service includes priority and levels of services concepts that are largely
considered as part of the Communications Layer. The Core will have to maintain end-to-end class
of service for communications that transit the Core however.

The VII Map Element Distribution Service maintained a store of map data. The distribution of map
data is supported, and may in fact provide some storage if architecture analysis indicates it will be
required, but that cannot be stated at this stage.

The VII Map Element Distribution Service validated map data based on probe data received from
vehicles. Any such map data validation is outside the Core System.

The VII Positioning Service distributed positioning data to all vehicles. The Core System supports
the distribution of position correction data, but does not provide it.

The VII Probe Data Service included mechanisms for protecting the identity of probe data
providers. Since probe data is an application, management of privacy and anonymity as it is
reflected within the contents of probe data messages is a task for the originating application, not the
Core System.

The VII Probe Data Service included mechanisms for modifying probe data generation parameters.
Since probe data an application, management of probe data generation is not a task for the Core
System. Probe data generation management as it was envisioned for VIl would include
components at Mobile, Field and Center users all working together, with the Core facilitating trust
but not transiting probe data generation messages.

Priorities among Changes

Traditionally this section would define the priorities among changes. However, as documented above
this is problematic considering the magnitude of changes between VII and the Core System.
Consequently, Table 4-3 describes essential, desirable and optional needs in prioritized order. Essential
needs are essential for each Core, or for the federation of all Cores. The latter category means that the
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need must be satisfied for any qualifying System User that requires a service met by that need, but that
the provision of that service can come from any Core. Needs are categorized as follows:

1. Essential needs: Features that shall be provided by the Core System. The impacts that would result
if the features were not implemented are explained for each essential feature. Essential features are
those which are minimally required to enable V2V and V21 safety, mobility and environmental
applications. Essential features that must be provided for all System Users by the federation of all
Cores are identified as Essential-Sum. These are features that some Cores may not have to
implement as long as the federation of all Cores together does provide the feature. Essential
features that must be provided by every Core regardless of its scope are identified as Essential.

2. Desirable needs: Features that should be provided by the Core System. Reasons why the features
are desirable are explained for each desirable feature. A feature may be considered desirable if it
provides benefit, but is not minimally required in order to deploy safety, mobility and
environmental applications.

3. Optional needs: Features that might be provided by the Core System.
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Table 4-3: Priorities and Rationale for Core System Needs

Core System Need Priority Rationale

Data Protection Essential Without the ability to exchange data securely, privacy could be compromised, mobility
applications that use financial data (e.g. tolling) would be more cumbersome to deploy,
and any applications requiring the exchange of information that users would want to
protect would be either easily compromised or never developed.

Core Trust Essential Without the ability for the Core to trust System Users, it cannot trust the information they

provide. If the Core cannot trust information from System Users, it cannot facilitate trust
between System Users.

System User Trust

Essential-Sum

Without the ability to trust another user, many safety and mobility applications requiring
interaction between System Users are not viable. System User trust can be established by
any trusted Core System; once a System User’s trustworthiness is established by one
trusted Core it will be acknowledged by all System Users.

Core Trust
Revocation

Essential

Revocation is required to ensure trust; without revocation, many safety and mobility
applications are not viable. The Core must revoke its trust relationship with a misbehaving
System User to protect itself and the data it passes.

System User Trust
Revocation

Essential-Sum

Revocation is required to ensure trust; without revocation, many safety and mobility
applications are not viable. Relationships between System Users must be revoked to
ensure that misbehaving System Users do not compromise the safety or privacy of other
System Users. This may not be done by every Core System, but must be done for every
misbehaving System User.

Authorization Essential Authorization management is necessary to control access to system services and controls.

Management Without authorization management the Core would be insecure, jeopardizing the provision
of any service.

Authorization Essential Authorization verification is necessary to control access to system services and controls.

Verification

Without authorization verification the Core would be insecure, jeopardizing the provision of
any service.
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Core System Need Priority Rationale

Time Base Essential Most applications require time coordination. While the Core System does not directly
operate applications, it passes data that has time fields and that may support applications.
Further, mechanisms used to ensure trust may use a time-based expiration mechanism.
Without a consistent time base used by the Core System that is also available to System
Users, success of time-sensitive applications will be limited and trust mechanisms
constrained.

System Integrity Essential Without the ability to ensure the integrity of Core System services, those services could be

Protection hijacked or corrupted, compromising service delivery.

System Availability | Essential If the Core System isn’t working, it can’t provide services.

System Essential Without operational performance monitoring, it will be difficult to know when the system

Operational degrades or fails; managing maintenance and repair activities will be extremely difficult,

Performance and overall system reliability will suffer. This will lead to a reduced level of service.

Monitoring

Core System Essential Without Core System Independence, implementation of local policies will be difficult and

Independence control over Core System operations difficult to maintain.

Core System Essential Without Core System Interoperability, a System User that moves from one Core to

Interoperability another may lose access to Core System services.

Core System Essential Without Core System Interdependence, aspects of the Core that must be coordinated so as

Interdependence to avoid duplication or inconsistency between Cores would not function (e.g., System
User Trust, System User Trust Revocation).

Network Essential Network Connectivity is required for the Core System to provide services to any System

Connectivity User not able to provide a private connection to the Core System. It is thus an enabler for
applications that pass data using the Core’s services, and for applications that rely on the
trust relationships between System Users that are facilitated by the Core’s trust
management services.

Misbehavior Essential Without misbehavior management, misbehaving actors could affect the operation of Core

Management System services. Not including this service decreases the overall security and usability of

a Core System service. Communications could still be enabled without Misbehavior
Management, but the level of trust between users would be compromised. This should not
affect safety, but may affect mobility convenience applications, particularly those
requiring financial transactions.
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Core System Need

Priority

Rationale

Data Request
(partial)

Desirable

Many mobility and environmental applications will require data to be exchanged between
System Users. A Core that does not include Data Request or Data Provision would not
serve the needs of System Users that need data from other System Users. If the Core
System does not provide a data distribution mechanism, applications will need to provide
the data exchange.

This includes all of the Data Request need except for the concepts parsing, sampling and
data aggregation.

Data Provision

Desirable

Many mobility and environmental applications will require data to be exchanged between
System Users. A Core that does not include Data Request or Data Provision would not
serve the needs of System Users that need data from other System Users. If the Core
System does not provide a data distribution mechanism, applications will need to provide
the data exchange.

Data Forward
(partial)

Desirable

Data Forward puts publish-subscribe inside the Core System, helping make the most
efficient use of communications resources. Including data forwarding inside the Core
System also simplifies administration of who can get access to data. For deployments
operating over areas with significant DSRC infrastructure, publish-subscribe will further
help manage communications resources, since those DSRC deployments are likely to be
operated by the same entity that operates the Core. Without Data Forwarding, data
distribution functions could still be accomplished through direct communication with
Center data providers/consumers, but not as efficiently as if the need were met by the Core
System.

This includes all of the Data Forward need except for the concepts parsing, sampling and
data aggregation.

Geographic
Broadcast

Desirable

Without geographic broadcast, individual messages will have to be sent from System User
to System User, or System Users will have to manage their own multicast or broadcast
operations. This will make the provision of data to groups of System Users more difficult
and less efficient than if the Core System provides geographic broadcast.

Core System
Service Status

Desirable

Core System Service status helps set System User expectations. Without awareness of
Core System service status, applications may attempt to access services that are not
available, which could adversely affect communication resource use.
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Core System Need Priority Rationale
Data Request Optional This includes only the aspects of the Data Request need required to support the concepts
(partial) of parsing, sampling and data aggregation. It is optional because providing these services

is an extra benefi