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Septemljer 19, 2006

Mr. Domingo S. Herraiz

Director

Bureau of Justice Assistance

Office of Justice Programs

U.S. Department of Justice

810 Seventh Street, NW, Room 4427
Washington, DC 20531

Re: Privacy Technology Focus Group Report
Dear Mr. Herraiz:

It is with pleasure that the members of the Privacy Technology Steering
Committee submit this report of the work accomplisllecl l)y the Focus Group members
during their summit in November 2005.

The Bureau of Justice Assistance (BJA), Office of Justice Programs (OJP),
U.S. Department of Justice (DQOJ), has supplied steady 1eadership in supporting the
clevelopment of privacy policy for the justice community. This was the first time BJA
assembled a select group to focus specificaﬂy on the technologies that can egectively
support those policies.

We were well served ]oy groundworlz accomphshecl loy our coHeagues from the
Global Justice Information Sharing Initiative (Glohal) in clefining issues, recommencling
policies, and developing frameworks for application of those policies.

Steering Committee members were not only familiar with this foundation Worlz; in
many cases, we contributed to the efforts through our involvement in Global and IS
Institute activities and in local and regional initiatives. It is from that perspective we tell
you what a unique, rewar(ling, and produc’cive experience it was to support the work of the

participants in the Privacy Technology Focus Group.
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Focus Group participants were selected for their impressive work in this field, solid
accomplishments, and insight into the privacy pohcy issues and potential technology
solutions. We counted on this l)acleground. An added bonus was the level of commitment
the participants brought to the work. Not only did each of the participants spencl weeks
prior to the summit reacling and consiclering volumes of reference works, but they also

came to Phoenix prepared to move into action.

F‘inaﬂy, as a testament to the Value, importance, and poten’tial of the Focus Group
effort, each of the participants committed their support and wiﬂingness to undertake any
and all recommendations that BJA may select as the next steps to move this work forward.

We thank you for the opportunity to be part of this important collaboration, and

we are equaﬂy committed to continue exploration of ’tangil)le options that leverage

technology to support privacy policy.

S incerely,

Focus Group Steering Committee

Paul Wormeli
Executive Director

IJIS Institute

Moira Rowley
Vice President

IJIS Institute Board

Paul Embley
Chair
Global XML Structure Tasle Force

Jeanette Plante

Director

Office of Records Management
U.S. Department of Justice

Cincly Southworth

Director of Technology

National Network to End Domestic
Violence Fund
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FOREWORD

In the last four decades, a great deal has been discussed and written about the implementation of
privacy protections in justice community information systems and data exctlanges. A formidable t)ody of
worte, much of it supportect t)y the Bureau of Justice Assistance (BJA), Office of Justice Programs (OJP),
U.S. Department of Justice (DOYJ), has been developed to guicte justice agencies in dratting, monitoring,
and assessing privacy poticies. Conspicuously absent from this work is an examination of the role of
tectlnology in supporting privacy policies and ottering reasonable assurances that operationat practices
follow established laws and guidelines. In fact, there seems to be a common perception that tectmotogy, t)y

its nature, compromises rather than protects personat privacy.

This is not an either/or consideration. It is true that tectlnotogical advancements of the past
decade have introduced fundamental ctlanges in the a]:)ility of justice agencies to coﬂect, use, stlare, and
aggregate data. The capat)itities introduced t)y these emerging tectmotogies have signiticantty improved the
abitity of justice and put)lic satety agencies to fulfill their mandates. This trend will not abate. However,
those same technical advances have introduced real and immediate ctlatlenges to appropriately sateguarding

privacy and personatty identifiable information (PII).

While actenowtectging that caveat, tectlnotogy is not the enemy in this t)alancing act. In tact, it
can be a primary enabler of protections in our “wired” world, if included in ttloughttul privacy poticy
discussions and debates.

BJA recognizect this, both the false (tictlotomy o][ teclma/ogy versus privacy, and the real potentiat of
currentty available and emerging tectlno]ogies to t)ridge the gap between existing privacy policies and the
abitity of justice agencies to ettectively support and enforce them.

This recognition, combined with valuable and promising developments in justice-retate(t

tectlnotogy, such as the DOJ’s Global Justice Information Stlaring Initiative (Gtot)at) Justice XML Data
Model (Glo]aat JXDM), prompteot BJA to convene the Privacy Tectmotogy Focus Group in Ptloenix,
Arizona, on November 1-3, 2005.

Invited Focus Group members are peopte a.ctivety involved in the (tevetopment of privacy poticy,
the application of tectlnology, and the role of both in the justice system. The level of commitment from
all participants was clearty evidenced ]3y their ditigent research in preparation for the meeting and their

unanimous commitment to further in-kind work on this topic.

The charter for this first Focus Group meeting was to provicte BJA with specitic recommendations
for action that teverage tectlnotogy in support of privacy poticy. To that end, we submit this report for

your consideration.

Bob Greeves Moira Rowtey

Bureau of Justice Assistance Focus Group Facilitator
Office of Justice Programs Vice President

U.S. Department of Justice IJIS Institute Board
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EXECUTIVE SUMMARY

B aclzg’rounct

For the first time, in November 2005, the Bureau of Justice Assistance (BJA), Office of
Justice Programs (OJP), U.S. Department of Justice (DQO)), gatiiereci a group of put)lic and
private sector specialists to focus speciticaﬂy on privacy teclmo/ogy (as opposed to privacy poiicy).
This Privacy Technology Focus Group (Focus Group) was chartered to examine the use and
exciiange of personaﬂy identifiable information (PII) in the context of justice information
systems and in the dissemination and aggregation of justice and put)iic satety data. The event was
sponsorect t)y BJA, in partnership with the DOJ’s Global Justice Information Siiaring Initiative
(Giot)ai) and the IJIS Institute.

On November 1-3, 20085, after weeks of preparatory analysis, the care{-uuy selected group
of practitioners, poiicymaizers, and technologists met in Phoenix, Arizona, to i(ientity existing

and emerging teciinologies to support justice—reiate(i privacy poiicies.
Focus Group members:

Identified what ttley considered to be the most important issues in privacy poiicy and
teciinology.

Narrowed the focus to areas that could be a(iequateiy addressed in the given
timeframe.

* Qutlined tangiiiie, targetect tectinoiogy solutions.

Develope(i specitic recommendations for action.

Focus Areas an& Recommenclations

On-site, each of the Focus Group participants submitted five issues that iie/stie ttiougtit
were critical to privacy poiicy and had the potentiai of ]Jeing addressed ]oy tectlnoiogy. The
collected issues were categorizeci into a list of sui)jects. The participants, after torming three
separate Worizing teams, selected what ttiey considered to be priority sut)jects from that list.

Worizing teams addressed the toiiowing sut)ject matters:
*  Access and Authentication

°* Data Ag’g’reg’ation and Dissemination

° I(].entity Theft

Personal Satety an(], Protection

Each Worizing team prociuce(i a report and recommendations for their selected topics.

Their conclusions are summarized in the toiiowing charts.
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The teams’ detailed recommendations for action are capturecl in the Focus Group full
report and include aclap’cation of architectural frameworks, speciﬁc technologies, me’choclologies,

and business practices.
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Worlzing Team One

Access and Authentication

Issue

How do you foster an appropriate balance between eﬁ[ectiue information slzaring and
privacy? Specificaiiy, what approaches are necessary to cieveiop appropriate, interoperai)ie, Tab 4
and a(iaptai)ie business rules and technical standards to ensure that oniy authorized peopie

have access to the information appropriate to their roles and privileges?

. Deveiop standard elements/ components for interoperai)iiity (suggesteci
Recommendation 1 . . i
outline contained in report).

Commission appropriate ad hoc entity(ies) of pui)iic and private poiicy
experts an(i/ or technologists to (ieiine teciinicai requirements associa’ced Witil
the Federated Icientity (ID) Management and Service-Oriented Architecture
(SOA).

Recommendation 2

Create an inventory of Federated ID Management teciinoiogies, and conduct
Recommendation 3 a privacy—reiate(i architectural gap a.naiysis to determine if additional

teciinoiogies should be used.

R Jation 4 Review and create, where neecieci, privacy metadata (e.g., reiia]oiiity,
ecommendation

Related to #12

sensitivity, use iimi’ca’cions, and personaiiy identifiable iniormation) in the

Global JXDM.

) Create a matrix (ieiining roles and associated services to serve as a model to
Recommen(latlon 5 . i
(ieveiop business rules and standards related to data content and messaging

architectures.

Recommendation 6 Commission further work to properiy identii‘y supporting teciinoiogies
related to Federated ID Management and SOA and their impact on privacy.

Appoint a cross-skilled team (poiicy/practitioners/teciinoiogis’ts from pui)iic
Recommendation 7 and private sectors) to evaluate and revise the Fair Information Principies

(FIPs) as they relate to specific justice circumstances and teciinoiogies.
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Worlzing’ Team Two

Data Aggregation and Dissemination

Issue
There is a sustained trend within the justice community to move away from “silo” models
of information (e.g., clisparate records and case management and emergency response

systems) to integratecl pul)lic safety opera’cional and intelligence systems. Tab 5
a

As access to data becomes more and more ubiquitous, technologies must be implemented

to ensure lawful access control and use and meaningﬁll oversight, therel)y ensuring

compliance with privacy policies.

Prepare a policy paper on data anonymization and its value for privacy
Recommendation 8 protection. Note: Anonymization® is not synonymous with

anonymous.

Develop a strategic plan for use of anonymization in justice, pul)lic safety,
Recommendation 9 and homeland security efforts to protect privacy while enhancing

information sharing.

Request that the Global Justice Information Sl’laring Initiative support

Rec dation 10
ccommendation clevelopment of standards for audit functions.

Request that the National Institute of Justice conduct a research project on

R dation 11
ccommendation the maturity and applicability of immutable audit capal)ilities.

Recommendation 12 | Assemble or use existing groups to identify privacy-related metadata and its
Related to #4 links to business rules.

Determine mechanisms to ensure persistence of metadata throughout
Recommendation 13 transfer, aggregation, and dissemination of data. Refer to the Global XML
Structure Task Force (XSTF) to build into the Global JXDM.

* In this documen’c, the term “data anonymization” refers to technology that converts clear text data into a
nonhuman readable and irreversible form, inclucling but not limited to preimage resistant hashes (e.g.,
one-way hashes) and encryption techniques in which the clecryption 1eey has been discarded. Data is
considered a.nonymized even when conjoined, with pointer or pedigree values that direct the user to the
originating system, record, and value (e.g., supporting selective revela’cion) and when anonymizecl records

can be associatecl, rna’cche(l, and/or conjoinecl with other anonymized records.
Data anonymization enables the transfer of information across a Lounclary, such as between two

clepartments within an agency or between two agencies, while reducing the risk of unintended disclosure,

and in certain environments in a manner that enables evaluation and analytics post-anonymization.
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Worlzing’ Team Three

Iclentify Theft

Issue
The pervasive and growing prol)lem of identity theft manifests itself in myriad, forms.
Justice information is certainly as susceptil)le to iclentity theft as any other information, Tab 6

whether paper or electronic , internal or pul)licly available.

. Identify best practices that ensure data quality is a priority throughout near-
Recommendation 14 . i
term and long—term business processes and technology solutions.

Establish a grant condition requiring applicants/ grantees to address identity
Recommendation 15 management in plans and outcomes for programs and systems development

supported I)y national funding.

Through funcling, training, and technical assistance, encourage local,
county, state, and regional agencies to move towards foundational
Recommendation 16 components, such as open data standards Global JXDM and National
Information Exchange Model (NIEM) and baseline definition of iclentity

data elements.

Through funcling , training, and technical assistance, encourage 1oca1,
Recommendation 17 county, state, and regional agencies to categorize data within existing and/or

new systems.

T}lrough {'uncling , training, and technical assistance, encourage local,
Recommendation 18 county, state, and regional agencies to develop and undertake projects related

to strong authentication and identification of the user.

. Develop enforceable policies and practices, such as audit 1ogs, that
Recommen(latlon 19 X . .
approprlately respond to potentlal systems misuse.

Form a task force to evaluate how personaﬂy identifiable information

(PII) ** is obtained or collected and should be treated.

Recommendation 20

* Personaﬂy Identifiable Information (PII) is defined in Appendix B—G/ossary of the full Privacy Teclmo/ogy
Focus Group Report.
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Worlzing’ Team Three

Personal Safety and Protection

Issue
Information collected and disseminated Ly the justice system related to a person’s safety or
protection must also be sa£eguardecl. For example:
% Location of a s’caﬂzing victim Tab 6
% Officials’ home aclclresses, phone numl)ers, and other PII
<> Identity of a rape victim
% Confidential information such as physical health or mental health

. The Worlzing group concluded that recommendations from the preceding three
Recommendations

Worleing team reports address this issue.
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Common Issues—Important to All Topic Areas, Relevant to All Worlzing’ Teams

. . ’ .
Just as important as the worlzmg teams separate recommendations are common elements

expressed t)y all three teams as ttley analyzect realistic solutions to comptex issues:

reliat)ly and speciticatly expresse(t within tectlnology frameworks.

Tectmotogy can support privacy policies to the extent that those poticies are

Interoperat)ility is (tepenctent upon consistency and open standards. Standards

in the tectlnological world can be (an(t often are) more detailed and structured

than po/icy in the executive world.

Within the justice community, there is currently a gap between tectmotogicat

capat)ilities and open standards to support the consistent explanation,

dissemination, and implementation of privacy poticy.

While tectlnologists may be of assistance in translating po/icy to teclmo/ogy,

agency executives and information stewards must clearly articulate those

policies and ensure ttley are actequatety and accuratety reflected in the

application of technologies.

Fair Information Principtes (FIPs) are the backbone of most current privacy

policy for the justice community. Each worleing team requestect a review and

refinement of the FIPs as ttley relate to specitic justice circumstances and

today’s tectlnology environment and capat)ilities.

Universaﬂy un(terstood, accepted, and supported privacy tectmology solutions

ctepenct on a commonly understood lexicon. A compretlensive glossary of

related terms should be (tevelope(t as a next step in this process. (Ptease see

Appendix B for an abbreviated glossary of related terms.)

Specitic tectlnology solutions may be constrained t)y local infrastructure;

therefore, to avoid an atl-or—nottling approactl to solutions, it is important to

look at a range of options rather than limit recommendations to onty the most

recent (anct usuaﬂy most ettective) tectlnotogical solutions.

*  Use and refinement of the Global Justice XML Data Model (Glo]oal JXDM) to

support privacy elements will ptay a 12ey role in future work.

*  Whenever possit)le, stakeholders and tuncting authorities should encourage and

support the at)ility of each jurisdiction and information stlaring community to

acquire and employ the most effective tectlnology solutions.

September 20, 2006
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Support comes in various forms, but in some measure, it is tied to 1ocal, state,
tribal, and national initiatives and £uncling mechanisms. Ensuring currency of
information and considerations of these groups will require close and
continued  coordination among policy bodies, fun&ing authorities,

technologis’cs, practitioners, executive sponsors, and private sector partners.

Determining appropriate access to and sa£eguarcling against unauthorized use
of data requires more, not 1ess, information to ensure positive identification of

persons and roles.

Even the most effective privacy policy technology solutions will be subject to
the inherent risks associated with human behavior. Good tec}lnology solutions

work in tandem with sound business practices and vigilant monitoring.

Concluding’ Thoug’hts, Moving Forward

The ongoing commitment of the Privacy Technology Focus Group participants—ﬁom
the Steering Committee members to the Worlzing team leaders to the invitees—cannot be
overstated: all attendees expressecl sincere interest in continuing this work and pledged to

contribute future time and effort to further refine the recommenclations in this report.
Participants look forward to the BJA’s decisions and guiclance about which of these

recommendations warrant additional action and stand ready to support the work that BJA

determines to be of most immediate value to the justice community.
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The Bureau of Justice Assis’cance-Sponsored
Privacy Technology Focus Group

November 1-3, 2005 ¢ Plzoenix, Arizona
FINAL REPORT AND RECOMMENDATIONS
Baclzg’rouncl

Because this was the first formal examination of privacy policy-related technology in
justice information systems and exchanges, the Bureau of Justice Assistance (BJA), Office of
Justice Programs (OJP), U.S. Department of Justice (DOJ), carefully identified the necessary
skill sets and practitioner/inclustry experience to best support this work. The correspon&ing cast
that comprise(l the Privacy Technology Focus Group (Focus Group) was constructed to include
both professionals representing the technology and policy perspectives in the pul)lic and in the
private sectors of the justice community. This combination of expertise and perspective was
critical in fuﬂy understanding and evaluating the issues and in cleveloping realistic and effective

recommenda’cions .

Focus Group participants were given clear charges regar&ing what to address during their
sessions and what not to undertake. Attendees evaluated technology approaches and methods
that can promote, ensure, and carry forward existing privacy policies and aclapt to changes in
those policies. [t was not the work of this group to revisit, revise, or otherwise attempt to reshape

unclerlying privacy policies.
Methoclolog’y

Many groups and persons within the justice community have, in the past decade, applied
intense focus to privacy policy issues. Those efforts have proclucecl an impressive loocly of work
that guiclecl the Focus Group. Prior to the Phoenix gathering, cach participant reviewed, at a
minimum, the foﬂowing policy documents which proviclecl the foundation for technological

considerations:

Organization for Economic Cooperation and Developmen’c: (OECD) Guidelines
on the Protection 0][ Privacy and Transhorder Flows o][ Personal Data

Justice ]nformation Privacy Guideline: Deve/oping, Dmﬁing and Assessing Privacy
Po/icy ][or Justice Information Systems

DOJ’s Global Justice Information Shating Initiative: Privacy Po/icy Deve/opment
Guide

DOJ’s Global Justice Information Sharing Initiative: App/ying Security Practices
to Justice ]n][ormation Slzaring
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Privacy and Civil Rights Po/icy Temp/ates ][or Justice Zn][ormaﬁon Systems

(Please see Appenalix C for additional information about these resources, inclucling access

instructions.)

The above documents incorporate constructs from the Fair Information Principles (FIPs
or Principles), which were first publishecl loy the U.S. Department of Health, Bducation and
Welfare in 1973 and continue to serve as the basis for much of the current privacy policies in the
United States’ pu]olic and private sectors.

Focus Group participants spent their first day in Phoenix reviewing established privacy
policy work. Because much of the existing policy in this area is based on the FIPs, participants

reviewed the Principles in detail and cliscussecl their relevance to the justice community.

Also cluring their first clay on-site, each participant was asked to submit what he/she
considered the top five justice—related privacy policy issues that can lilzely be addressed l)y

technology. The individual issue cards were grouped into common sul)ject matters.

Before a&journment on the first &ay, participants were divided into three Worlzing teams,
ecach comprisecl of a combination of pu]:)hc and private sector participants with a range of
technology, policy, and prac’tical business experience. Worlzing teams priori’tized a single sul)ject
matter they felt weH-equippe& to carefuﬂy analyze and recommend corresponding specific actions.

(One Worleing team tackled two issues.)

The teams spent the next two clays in separate drill-down sessions examining their chosen
topics. Resulting reports and recommendations follow later in this document.

Privacy Technolog’y Su]:)ject Matters Identified and Prioritized for Analysis

A practical consideration was narrowing the Focus Group scope to procluce detailed
analyses and recommendations. Issues submitted l)y individual participants were groupe(l into the
foﬂowing su})ject matters. (Please see Appenalix D for a transcription of individual issue car(ls.)
While all sul)ject matters were considered important, a selection of four (ita/icizea’ and Zw/a[ea[,
Zae/ow) were addressed within the timeframe of the Focus Group. (Issue cards for these four

subject matters are not included in Appendix D because their content is subsumed in this report.)
Su]oject matter areas included:

*  Access and Authentication

*  Automation of Flow and Processes/Data Mapping

Compliance/Accounta]aility
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* Data Quality

* Data Ownersl'lip/ Stewardship

Data Aggregation and Dissemination

° Identity TZleft

Expungement/Retention

*  Granular/Discrete Data

*  Inherent Privacy Issues Associated With Technology
° Organizational Behavior

* Policy

*  Privacy Policy/Technology Standards, Legacy Systems
*  Personal Safety and Protection

Security

Solutions

Miscellaneous
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WORKING TEAM REPORT AND RECOMMENDATIONS:
TEAM ONE, “BLUE TEAM”

Sul)] ect Matter:

Team Composition

Team Leac],er:

Steering Committee Liaison:

Team Meml)ers:

S taff:
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Access and Authentication

Rol)er’c Boehmer
Bob Greeves

Joseph Alhadeff
James Beshada
James Cabral
Thomas Clarke
Kael Goodman
Owen Greenspan
Erin Kenneaﬂy
Mike Lesko
Patsy Proctor

Donna Rinehart
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Worlzing’ Team One

Access and Authentication
See Exhibit 1: Privacy Controls in a Service-Oriented Architecture

Problem Organizations need to use and share justice-related information
Statement eiectronicaiiy to fulfill their mandates and oi)iigations and to enhance their
capacity to protect pui)iic saiety.

Tiiey must do this while also considering privacy interests of individuals in
contact with the justice system. The introduction of new technologies has
iieigiitene(i the immeciiacy, scope, and compiexity of privacy issues related

to information access and siiaring.

Issue How do you foster an appropriate balance between effective information

siiaring and privacy?

Speciiicaiiy, what approaci'ies are necessary to cleveiop appropriate,
interoperai)ie, and aciaptai)ie business rules and technical standards to
ensure that oniy authorized peopie have access to the information
appropriate to their roles and priviieges?

What are the requirements of an interoperai)ie and open standards-based
framework to address the proi)iem statement? Consideration should be
given to:
% Identities (persons, organizations)
0 Creating, prooiing, i)acizgroun(i ci'iecizing, and credentialing
*  Leveraging existing efforts (e.g., FIPS 201)
o Vaii(iating the credential

0 Revocation

<> Estai)iisi'iing roles for and associating privileges with identities
0 Role definitions across the framework
o Priviiege management
y Priviiege cieiegation

Special access— | emporary access i)eyon(i provision of
roie(s) and priviiege(s)
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Worlzing Team One

Access and Authentication
See Exlzi[)it 1: Privacy Controls in a Service-Oriented Architecture
E(s)lrlliinue (1) < Access rules associated with the data
0 Control mechanisms, such as:
*  Role-based filtering mechanisms
g Su]oject-]oased filtering mechanisms
* Selective revelation
0 Levels of sensitivity of data
0] Metaclata, such as:
* Source of information
y Quali’cy of information
*  Purpose for which information was collected
*  Sensitivity of information
% Business rules for use and access
0 Requirements for interface and interoperaljility
0 Contingency rules (exceptions)
0 Need for documentation
Recommendation: Considering the above outline, develop standard
elements/ components for interoperal)ility.

Assumptions We need technologists, users/practitioners, and policy people worleing
together when requirements and system clesign are first considered and
undertaken.

Note that policy people may cross boundaries and must be defined for each
organization.

Conclusions(s) We need to pursue technologies that allow us to work in interopera]ale
frameworks.
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Worlzing’ Team One

Access and Authentication
See Exhibit 1: Privacy Controls in a Service-Oriented Architecture

Recommendation | Identity Management and Architecture

Recommendation: Commission appropriate ad hoc entity(ies) of pu]olic

and private policy experts and/or technologis’cs to define technical
requirements associated with the foﬂowing two topics.

1. Federated Iclentity Management

Recommendation: Create an inventory of Federated Iclentity

(ID) Management ’cechnologies and conduct a privacy-relatecl
architectural gap analysis to determine if additional technologies
should be used. Examine the foﬂowing current technologies and
strategic plans related to the future application, iclentify/assess
po’cen’cial privacy {-unctionality Ly con(lucting a privacy impact
assessment of those technologies. Technologies include, but are

not limited to:

= WS-Security Profile

= ¢bXML Profile

= Liloerty Alliance Profile
= Shibboleth Profile

2. Service-Oriented Architecture (SOA)
SOA is the method of providing Web-based services. We believe
the £ollowing recommendations responcl to high—level requirements
previously outlined: i.e., estal)lishing roles for and associating
privileges with identities; access rules associated with the data and
business rules for use and access.

Recommendation: Create appropriate privacy metadata (e.g.,

reliability, sensitivity, use limitations , and personaﬂy identifiable

informa’cion) in the Global Justice XML Data Model (Glo]aal
JXDM).

Recommendation: Create a matrix defining roles and associated

services to serve as a model to clevelop l)usiness rules and standar(ls

related to data content and messaging architectures.
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Worlzing Team One

Access and Authentication
See Exhibit 1: Privacy Controls in a Service-Oriented Architecture

Recommendation Supporting’ Technolog’ies

The above justice reference architecture relies on a number of supporting
technologies and policies which will often be cteploye(t at the system level

and need to be considered for interoperation.

Recommendation: We recommend that the BJA commission further
work to properly identity these technologies and their impact on privacy.

Recommendation | Governance and Policy

In 1igt1t of tectlnological advancements and the ctlanging context of
justice—retatect information stlaring, the application of the Fair
Information Principtes (FIPs) must be reexamined, revised, and
supplemented (as necessary) to address the current practices and potential

use of information within the new justice environment.

Recommendation: We recommend that BJA appoint a cross-skilled team

of policy practitioners and technologists from the put)tic and private
sectors to reexamine, revise, and supplement (as necessary) the FIPs as
ttley relate to new justice circumstances and tectlnologies. Consideration

must be given to technical as well as policy-oriented audiences.
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Exhibit 1: Blue Team report on Access and Authentication—Illustration of the role and
operation of Service-Oriented Architecture to support privacy policies.

Privacy Controls in a Service Oriented Architecture

Hubs:

Web services

/

Roles/
Privileges
(X.509,
LDAP)

Identity
(Liberty,
Shibbolet
h)

User

Organization

Users:

Authenticate to the Federated
Identity Management system,
Obtain tokens appropriate to
their roles and privileges, and
Provide the tokens in their
data access request.
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—Web services—

Web services

>

|
Access

rules
(XACML)

Metadata
(GJXDM)

Data
Steward

Organization

Data stewards:

Tag their data with privacy
metadata,

Maintain and publish rules for
managing access to data
based on the tags, and
Respond to web service
requests based on the rules.

Provide a registry/index

Maintain business rules for mapping user roles and privileges
against data access rules between organizations, and

Provide a point for consolidating queries against multiple data
sources and enforcing business rules consistently across the data.

Web services

.

Access
rules

Metadata)

U
Data
Aggregator

Organization

Data aggregators:

e Anonymize the data they
receive, or

o Inherit the privacy tags and
access rules from the data
steward, and

¢ Respond to web service
requests based on the
rules.
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WORKING TEAM REPORT AND RECOMMENDATIONS:

TEAM TWO, “GREEN TEAM”

Sul)] ect Matter:

Team Composition

Team Leac],er:

Steering Committee Liaison:

Team Meml)ers:

S taff:
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Data Aggregation and Dissemination

Keﬂy Harris
Paul Wormeli
Brenda A]aaya

Glenn Archer

John Bliss

Alan Carlson

Steven Correll

]eg Harmon

Jeanette Plante
Norma Jean Schaeffer
Roland Silva

Samantha Styles
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Worizing’ Team Two

Data Aggregation and Dissemination

Definition/Notes | Definition: Data Aggregation—Two or more data sets combined to

create one data set

Note: Data anonymization™ is not anonymous data. Thisisa very
important distinction, one that is Wi(ieiy misunderstood. That
misun(ierstan(iing has iegai and ethical implications and can hinder, rather
than ileip efforts to support privacy poiicy.

Problem Data aggregation introduces difficulty in controlling use and access of data
Statement consistent with privacy and other business rules as the data moves tilrougil
muitipie systems and/or is aggregatecl with other data.

(This sulyject matter origina/]y included the issue o][zjata mining. The
Working Team determined that the time ][rame did not permit aa]equate

evaluation o][a]ata mining issues and teclmo/ogy solutions.)

Issues There is a sustained trend within the justice community to move away
from “silo” models of information (e.g., disparate records and case
management and emergency response systems) to in’cegrate(i pui)iic saiety

operationai and inteiiigence systems.

In this networize(i, collaborative environment, the capai)iii’cy of iocai, state,
regionai, tribal, and federal governments to ga’cher data from muitipie
sources through aggregation teciinoiogies serves important justice and

puioiic saiety functions.

As access to data becomes more and more ui)iqui’cous, tecimoiogies must
be impiemented to ensure lawful access controi, use, and meaningfui
oversigiit of the accessed clata, ’ciierei)y ensuring compiiance with privacy
poiicies.

* In this document, the term “data anonymization” refers to technoiogy that converts clear text data into a nonhuman readable
and irreversible form, inciu(iing but not limited to preimage resistant hashes (e.g., one-way ilasiles) and encryption teciiniques in
which the (iecryp’cion ieey has been discarded. Data is considered anonymizeci even when conjoined with pointer or pe(iigree values
that direct the user to the originating system, recorcl, and value (e.g., supporting selective reveiation) and when anonymizecl

records can be associa‘cec]., ma‘cc]necl, and/or conjoinecl with other anonymizeci records.
Data anonymization enables the transfer of information across a i)oun(iary, such as between two ciepartments within an agency or

between two agencies, while reducing the risk of unintended ciisciosure, and in certain environments in a manner that enables

evaluation and anaiy‘cics post-anonymization.
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Worlzing’ Team Two

Data Aggregation and Dissemination

Assumptions The prol)lem statement assumes that:

There is an ongoing concern that aggregate(i data can be inaccurate,
and/or be used inappropriately, particuiariy data associated with
specitic individuals.

Prot)lem an(l solutions assume tliat:

% We are a(i(iressing information sharing and data exctlange for justice,
pui)iic satety, and homeland security.

% Data will continue to be federated or centralized and open-source or

proprietary.
The propose(l solutions assume that:

% There will be aciequate poiicy and law enforcement supporting lawful
access and use of data/information.

% Source systems abide loy appiicai)ie privacy statutes, rules, regulations,
and poiicies.

% Business rules are documented and agree(i upon i)y involved parties.

X/

< When irnpiementeci, all participants have the responsii)iiity to

communicate the use restrictions and other constraints on the data.

Conclusion(s) Justice, pui)iic satety, and homeland security agencies need the a]:)iiity to
carry restrictions, permissions, access (controis and integrity) , and business

rules about data as it is passed through muitipie systems.
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Worlzing’ Team Two

Data Aggregation and Dissemination

Recommendation | Anonymize (privacy enhanced) Data Sharing

Anonymizing data permits multiple parties to correlate data from mul’ciple
sources without revealing personaﬂy identifiable information until or

unless appropriate. Anonymized data:

#* Prevents exposure of data tha’c does not match.

% Limits exposure of data that does match, based upon appropriate
policy, rules, and regulations.

Recommendations: We recommend that BJA take/ support the £ollowing
actions:

% Prepare a white paper on anonymization and its value for privacy

protection.

<> Develop a strategic plan for use of anonymization in justice, pulolic
safety, and homeland security agencies to protect privacy while

enhancing information sharing.

0 The planning process should involve primary stakeholders.
0 The plan should have a clear mission and vision for the use of data.
0 The plan should include a candidate list for high—value

demonstration projects.
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Worlzing’ Team Two

Data Aggregation and Dissemination
Recommendation | Enhance Audit Capability

Enhanced audit capa]oilities can solve data integrity and responsi]aility
issues. Information sharing and aggregation processes and practices
should include an immutable audit trail that provi(les for continuous
monitoring for system and/or policy violations. This type of audit

capal)ility:

¢ Detects an(l de’cers inappropriate use o:E system and da’ca.
pprop Y

+* Prevents changes to the audit data (altera‘cions, deletions, and

modifications to audit trail).
¢ Increases pul)lic trust, par’cicularly in systems that lack transparency.

% Improves training ]ay providing feedback on improper system/ data use,

even when it is unintended misuse.
% Provides input for policy development on appropriate use.
% Provides a mechanism to enforce policy and take remedial action.
< Can be used as an evidentiary tool.

Recommendations: We recommend that BJA take/ support the foﬂowing

actions:

% Global Information Sharing Initiative establishes a Worlzing group to

clevelop standards for audit functions.

< National Institute of Justice (NIJ) conducts a research project on the
maturity and applicaljility of immutable audit capaljilities.
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Worlzing’ Team Two

Data Aggregation and Dissemination

Recommendation | Communicate Privacy Business Rules

Privacy business rules can be communicated ]oy linlzing the privacy-related
metadata with each data element in all exchanges. The approach:

% Enables ongoing implementa’cion of privacy rules.
< Allows traceal)ility for each data element.

% Enables individual participation with the Iigllt to chauenge and

correct.

Recommendations: We recommend that BJA take/ support the foﬂowing
actions:

< Assemble or use existing groups to i&entify privacy—rela’cecl metadata

and its links to business rules.

% Determine mechanisms to ensure persistence of metadata throughout
’cransfer, aggregation, and dissemination of data. Refer to the Global
XML Structure Task Force (Glo]oal XSTF) to build into Global
JXDM.
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WORKING TEAM REPORT AND RECOMMENDATIONS:
TEAM THREE, “RED TEAM”

Sul)ject Matters:

Team Composition

Team Leader:

Steering’ Committee Liaison:

Team Meml)ers:

S taff:
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Identity Theft

Personal Safety an(l Protection

Maria Cardiellos
Paul Eml)ley

J. C. Cannon

]ohn Doktor
Michael Haslip
Mike Lettman
Thomas MacLellan
Kate Silhol

Cindy Southworth
Carl Wickund

Bud Yanak

Trelles D’Alemberte
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Worlzing Team Three

Iclentity Theft
Problem Nationwide, the pervasive and growing proloiern of ictentity theft manifests

atemen itselt in myriad torms. e justice system is not immune to being preye
Stat t itself in myriad f The justice system is not i to being preyed
upon i)y peopie wisiiing to abuse personaiiy identifiable information (PID)*
or purposes ot identi ett. is team has prepared recommendations
for purp f identity theft. This team has prepared dati
that take actvantage of current systems and emerging technologies to

address such ctiaiienges.

Issues Entities need to protect stored and shared information. All data collected
and disseminated could be used to intentionaiiy, inadvertently, and/or
careiessiy cause ictentity theft. We need to be concerned with:

o Existing victims of 1D theft.
% Prevention of future victims.
Ttie staizetioi(iers at issue are:

< Users of data:
o Practitioners and tectinoiogists within the justice community

o Users external to the justice community (iawyers/t)aii i)onctsman)

% Subjects of data:
o Defendants/ suspects, etc.

o Victim/witness, etc.

% Builders of data systems (externai and internai).

Assumptions The move from paper to electronic records and from stand-alone
appiications to networked information systems introduces new

considerations about how justice-reiate(i information may be used as a tool
for i(ientity theft.

Conclusion(s) There are specitic practices, poiicies, and tectinoiogies that can support the
protection of PII and detection/ prevention and of inappropriate
information use ieaciing to ictentity theft.

Recommendation Recommendation: We recornrnenct torming a tasiz torce to evaiuate tiow

PII is and should be treated and how agencies exchange PII.

* PII is defined in the Appendix B—G/ossary of this report.
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Worlzing Team Three

Iclentify Theft

Recommendation | Recommendation: Develop best practices that ensure data quality isa

priority throughou’c near-term and 1ong-term business processes and

technology solutions , such as:

% Better validation, such as fingerprints (biometrics), should be

associated to tie as many records together as possﬂ)le.

0 Validate and Verify the data against other data sources:
* MVC
* Vital statistics, etc.

Note: BJA should coordinate with the International Association o][ Ckiejfs o][
Police (IACP), Law En][orcement In][ormation Teckno/ogy Standards Council
(LEITSC), and other groups working on comp/ementary eﬁ[orts regarc]ing
computer aided a]ispatclz (CAD)/recorcls management systems (RMS) data
a]e][initions.
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Worlzing Team Three

Iclentify Theft

Recommendation | Recommendation: Establish a grant condition requiring

applican’cs/ grantees to address identity management in plans and outcomes

for programs and systems clevelopment supportecl 1)y national funding.

Note: Similar grant conditions can be established Ly ][uncling authorities other
than BJA.

Related notes and issues include:

% For the purposes of this recommendation, identity management
focuses on the practitioner role and the assigned usage of available data

toclay.

% Determinations of data accessi]aility (user role assignment) should first
consider and review privacy information and then continue with the
balance of data to determine appropriate level of sharing within and

across agencies (i.e., privacy policy takes priority in rules sequencing).

% Federated Iclentity Management efforts should include the following

considerations and assumptions:

0 Role definitions.

0 Stratification of the roles across the nation.

0 Roles must correlate with each other across states.
0]

Data owner has the core responsibility of i(lentiﬁzing the roles

(issuing vs. receiving state/jurisdiction).

0] Linlzage to local statute(s) and data.
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Worlzing Team Three

Iclentify Theft

Recommendation | Recommendation: Through funcling, training, and technical assistance,

encourage local, county, state, regional, and tribal regional agencies to

move towards foundational components, such as:

% Open data standards (Glol)al JXDM and NIEM).

o Add privacy metadata properties to the Global JXDM to facilitate
the alnility to i(lentify personaﬂy identifiable and private data at a
more granular level.

% Baseline definition of ID data elements:

0 Service-Oriented Architecture.

0 Enterprise service bus.

0 Web services.

Recommendation | Recommendation: Tl’lrough £unc1ing, training, and technical assistance,

encourage local, county, state, regional, and tribal agencies to categorize

data within existing and/or new systems with respect to:
< Cus’comize& response laasecl on role.
% Record and field classification.

% Shared data in the context of ol)jects (we should be I)realzing it down
£urther).

% Filtered data based on classification (i-e., standardized rap sheet).

Note: By c/assi][ication o][a]ata, the team re][ers to con][ia]entia/ity, avai/aki/ity,
and integrity o][pertinent data.

% Essential data versus provision of nonessential data.

Note: Existing systems should be enhanced with privacy protections.
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Worlzing Team Three

Iclentify Theft

Recommendation | Recommendation: Through funcling, training, and technical assistance,

encourage local, county, state, regional, and tribal agencies to clevelop and
undertake projects related to strong authentication and identification of
the user (justice practitioner vs. arrested individual vs. victim/witness).

Issues related to this recommendation include:

% Supporting biometric standards (i.e., National Institute for Standards

and Technology (NIST)—Fecleral Information Processing Standard
201).

% Using mul’ciple data sources to Verify identity.

% Incorporating audit capal)ilities outlined in data aggregation

recommendations.

% Ensuring that audit 1ogs are detailed enough to determine who
requestecl/ accessed/used/ misappropriatecl the information.

% Using consolidation and query tools for audit 1ogs.
% Assigning alerts.

% Incorporating governance recommendations from

Authorization/Access Control report.

A(ljunct < Ensure that pohcy is reflective of requirement need and technical
Considerations capacity.

** Develop enforceable policies and practices that appropria’cely respond
to potential systems misuse of the supporting technologies, such as
audit 1ogs.
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Worlzing’ Team Three

Personal Sa{ety and Protection

Problem Similar to the chaﬂenge of iclentity theft, personal information collected
Statement and disseminated Ly the justice system related to safety or protection must

also be protec’ced. Some examples of this type of information include:
% Location of a staﬂzing victim.

% Officials” home addresses, hone num]oers, and other personall
p p y

identifiable information.

o Iclentity of a rape victim.

< Confidential information such as physical health or mental health.

Issues Issues that should be addressed loy the appropriate resources include, but

are not limited to:

% The 1ega1 rigl'l’c to have sex offender registries must be balanced with
the impact to other parties, including famﬂy members of the offender.

@ . . . . .
% Current and prior victims use the justice system for non-law

enforcement issues. It is hard to protect victim information unless

they self—identify.

% Information can be misused I)y practitioners and/or accessed Ly those

outside the system for nefarious purposes.
<> Speciﬁc types of data, require special consideration:
0 Dispatch data.
0 Witness data.
o ]uvenile offenders.

Note: Many o][ the above issues are jurisc[ictiona/ in nature.

Assumptions The move from paper to electronic records and from stand-alone
applications to networked information systems introduces new
considerations about how use and access to justice—rela’cecl information
may compromise the safety of persons who are the subjects of source and
aggrega’ced records.
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Worlzing’ Team Three

Personal Sa{ety and Protection
Conclusion(s) Justice-related data includes a plethora of PII which is widely available to

internal and external access. Depending upon circumstances and context

of request for and access to this information, it is possﬂ)le that the
dissemination will put vulnerable people at risle, compromising their

personal safety.

Cognizance of this risk is a first step toward adclressing it. Solutions in
this area require combined focus on policy, practice, technology, human

Lehavior, and responsi]:)ility to safeguarcl sensitive information.

Recommendation | Recommendation: The worleing teams’ recommendations set forth in

the preceding three sul)ject areas address this topic.
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Concluding’ Thoug}lts, Moving Forward

The ongoing commitment of the Privacy Technology Focus Group participants, from the
Steering Committee mem]aers, to the Worlzing team 1eaders, to the invitees, cannot be overstated:
all attendees expressecl sincere interest in continuing this work and pleclge(l to contribute future

time and effort to further refine the recommendations in this report.
Participants look forward to the BJA’s decisions and guiclance about which of these

recommendations warrant additional action and stand ready to support the work that BJA

determines to be of most immediate value to the justice community.
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APPENDIX B: PRIVACY TECHNOLOGY FOCUS GROUP REPORT

GLOSSARY OF TERMS AND DEFINITIONS

The toﬂowing terms and definitions are provi(te(t as a reference and were originauy
appen(tect in the U.S. Department of Justice’s Global Justice Information Stlaring Initiative
Privacy Po/icy Deve/opment Gufc!e, available at tlttp:// it.ojp.gov/ gtot)al.

Not all of the terms listed were speciticaﬂy discussed within this Focus Group report.
However, ttley are terms relative to the su]:)ject of privacy and may contribute to an uncterstan(ting

of privacy—relate(t issues.

A

Access

In respect to privacy, an individual’s ability to view, rnoctity, and contest the accuracy and
completeness of personaﬂy identifiable information collected about him or her. Access is an
element of the Organization for Economic Cooperation and Developrnent's (OECD) Fair
Information Principles (FIPs). See Fair ]n][ormation Princip/es (FIPs).

Access Control
The mechanisms for 1imiting access to certain information based on a user’s ictentity and

mem]oerstlip in various predetine(t groups. Access control can be mandatory, discretionary, or

rote-t)asecl.

Accounta]aility Principle

One of the eight Fair Information Principles (F1Ps) ctevelopect l)y the Organization for
Economic Cooperation and Development (OECD). According to this principle, a data controller
should be accountable for Complying with measures that give effect to the other 7 FIPs.

Administrative Vulnerat)ility
Failure to observe administrative best practices, such as using a weak password or 1ogging on to

an account that has more user rigtlts than the user requires to pertorm a specitio task.

Anonymity
A condition in which an individual’s true ictentity is unknown.

Anonymization

See Data Anonymization
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Appropriate Security

An organization is require& to take appropriate data security measures to protect personaﬂy
identifiable information and prospect information. These measures must include physical
security measures, such as doors and locks, as well as electronic security and managerial controls
that limit the potential for unauthorized access or misuse ]3y employees and contractors. The
security measures necessary to protect information sugiciently will vary based on the risks
presented to the individual Ly an organization’s collection and use of the data. See Prospect

]nformation .

Assuring the Accuracy of Information

In addition to provicling individuals with the al)ility to correct factual inaccuracies in their
personaﬂy identifiable or prospect information, an organization must also take reasonable steps to
assure that the personaﬂy identifiable and prospect information that it collects is accurate,
complete, and timely for the purposes for which it is used. Sece Persona//y [Jenti][iab/e ]n][ormation
and Prospect In][ormation .

Attack
A deliberate attempt to compromise the security of a computer system or deprive others of the use
of the system.

Audit Trail

Audit trail is a generic term for recording (1ogging) a sequence of activities. In computer and
network contexts, an audit trail tracks the sequence of activities on a system, such as user
10g-ins and 1og-outs. More expansive audit trail mechanisms would record each user’s activity in
detail—what commands were issued to the system, what records and files were accessed or
moclifiecl, etc.

Audit trails are a fundamental part of computer security, used to trace (aﬂi)eit usuaﬂy
retrospectively) unauthorized users and uses. T}ley can also be used to assist with information

recovery in the event of a system failure.

Authentication

Authentication is the process of Valiclating the credentials of a person, computer process, or
device. Authentication requires that the person, process, or device malzing the request provide a
credential that proves it is what or who it says it is. Common forms of credentials are digital
certiﬁca‘ces, (ligital signatures, smart carcls, biometrics (lata, and a combination of user names and

passwords. See Biometrics and Credentials.

Authentication of Identity
The process Wherel)y an organization establishes that a party it is dealing with is:

A previously known real-world entity in which case, it can associate

transactions with an existing record in the relevant information system.
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A previously unknown real-world entity in which case, it may be appropriate to
create a new record in the relevant information system ancl, perhaps, also to

create an organizational identifier for that party.

Authorization
The process of granting a person, computer process, or device with access to certain information,
services, or {:unctionality. Authorization is derived from the identity of the person, computer

process, or device requesting access that is verified through authentication. See Authentication.

B

Biometrics

Biometrics methods can be divided into two categories: physiological and behavioral.
Implementations of physiological biometrics include face, eye (retina or iris), finger (fingertip,
thuml), ﬁnger 1engtl'1, or pattern), palrn (print or topography), and hand geometry. Behavioral

biometrics includes voiceprints and handwritten signatures.

C

Certificate
An encryptecl file containing user or server identification information that is used to Veri{y
iclen‘city and to help establish a security-enhance(l link.

Charter (Project Team)

A collection of the project team's written vision, mission, and values statements, as well as the
stated goals and objectives. The charter serves as a reference and resource throughout the course
of the project team's effort. The most critical feature of the charter is that it memorializes the
planning efforts and agreements of the team members to achieve speciﬁc goals and, thus, serves

as an historical record of team plans and efforts.

Collection Limitation Principle

One of the eight Fair Information Principles (F1Ps) developed ]oy the Organization for
Economic Cooperation and Development (OECD). Accorcling to this principle, there should be
limits to the collection of personal data, and any such data should be obtained ]Jy lawful and fair
means ancl, where appropriate, with the knowleclge or consent of the data sul)ject.

Computer Security
The protection of information assets through the use of technology, processes, and training.
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Confi(].entiality

Conﬁdentiality is closely related to privacy but is not identical. It refers to the ol)ligations of
individuals and institutions to use information under their control appropriately once it has been
disclosed to them. One observes rules of Conﬂ&entiality out of respect for and to protect and
preserve the privacy of others. See Privacy.

Cookie
A small data file that is stored on a user’s local computer for recorcl-lzeeping purposes that

contains information about the user that is pertinent to a Web site, such as a user prererence.

Credentials
Information that includes identification and proof of identification that is used to gain access to
local and network resources. Examples of credentials are user names, passwords, smart cards, and

certiﬁca‘ces.

Cryptog’raplly
The study or analysis of codes and encocling methods used to secure information. Cryptographic
techniques can be used to enable and ensure conridentiality, data integrity, authentication (entity

and data origin), and nonrepucliation. See Nonrepua]iation.

D

Data

Inert sym]ools, signs, or measures.

Data Anonymization

In this Focus Group report, the term data anonymization refers to technology that converts clear
text data into a nonhuman readable and irreversible form, inclucling but not limited to preimage
resistant hashes (e.g., one-way hashes) and encryption techniques in which the decryption lzey has
been discarded. Data is considered anonymized even when conjoinecl with pointer or pecligree
values that direct the user to the originating system, record, and value (e.g., supporting selective
revela’cion) and when anonymized records can be associated, matched, and/or conjoine(l with other

anonymizecl records.

Data anonymization enables the transfer of information across a l)ounclary, such as between two
clepartments within an agency or between two agencies, while re(lucing the risk of unintended
disclosure, and in certain environments in a manner that enables evaluation and analytics post-

anonymization.
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Data Controller

A party who, accorciing to domestic law, is competent to decide about the contents and use of
personai cia’ca, regar(iiess of whether or not such data is coﬂecte(i, storecl, processe(i, or
disseminated ]oy that party or ioy an agent on its behalf.

Data Protection
Data protection encompasses the range of iegal, reguia’cory, and institutional mechanisms that

guicie the coiiection, use, protection, and disclosure of information.

Data Quality Principle

One of the eigiit Fair Information Principies (FIPs) cieveiopeci i)y the Organization for
Economic Cooperation and Development (OECD). Accorciing to this principle, personai data
should be relevant to the purposes for which they are to be used an(i, to the extent necessary for
those purposes, should be accurate, compiete, and up to date.

Data Transfer
As a izey pi‘incipie of privacy, it is the movement of personaiiy identifiable information between

entities, such as a customer list i)eing shared between two different companies.

Degaussing
A process of (iestroying computerizeci data i)y ieaving the domains in random patterns with no

preierence to orientation, which then renders previous data unrecoverable.

Dig’ital Certificate
A (iigitaﬂy signe(i statement that binds the i(ientiiying information of a user, computer, or service
to a pui:)iic/private izey pair. A cligitai certificate is commoniy used in the process of

authentication and for securing information on networks. See Authentication.

Digital Signature

Data that binds a sender’s iclentity to the information i)eing sent. A (iigitai signature may be
bundled with any message, file, or other cligitaiiy encoded information or transmitted separateiy.
Digitai signatures are used in pu])iic izey environments and provicie nonrepuciiation and integrity

services. See Nonrepua[iation !

Disclosure

The release, transfer, provision of access to, or (iivulging of personaﬂy identifiable information in
any other manner (eiectronic, verbal, or in writing) to an individual, agency, or organization
outside of the agency that collected it.

DOWTIIO a(],

To transfer a copy of a file from a remote computer to a requesting computer i)y means of a

modem or networiz.
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E

Eiectronicaily Maintained
Information stored ioy a computer or on any electronic medium from which the information may
be retrieved ii)y a computer, such as electronic memory ciiips, magnetic tape, magnetic ciisiz, or

compact disk op’cicai media.

Eiectronically Transmitted

Information exciiange(i with a computer using electronic rne(iia, such as the movement of
information from one location to another i)y magnetic or opticai media, transmission over the
Internet, intranet, extranet, leased iines, ciiai—up iines, private networizs, teiepiione voice response,
and faxback systems. [t does not include iaxes, Jceiepilone caiis, video teleconferencing, or

messages left on voice mail. See Extranet.

Enforcement

A privacy principie that provicies mechanisms for assuring compiiance with the Organization for
Economic Cooperation and Deveiopment's (OECD) Fair Information Principies (FIPs),
recourse for individuals affected i)y noncompliance, and consequences for noncompiian’c

organizations. Methods for enforcement include a review i)y inciepencien’c third parties.

Extranet
An extension of an organization’s intranet used to facilitate communication with the
organization’s trusted partners. An extranet allows such trusted partners to gain limited access to

the organization’s internal data.

F

Fair Information Principles (FIPs)

The Fair Information Principies (FIPs) are contained within the Organization for Bconomic
Cooperation and Deveiopmenfs (OECD) Guidelines on the Protection o][ Privacy and Transborder
Flows o][ Personal Data. These were (ieveiope(i around commercial transactions and the
transhorder exciiange of information; however, tiiey do provicie a straigiitiorwarci ciescription of
un(ieriying privacy and information exciiange principies and provicie a simpie framework for the
iegai anaiysis that needs to be done with regarci to privacy in integra’ceci justice systems. Some of

the individual principies may not appiy in all instances of an in’cegrate(i justice system.

The eigiit FIPs are:

Collection Limitation Principie Security Saieguarcis Principie

* Data Quaiity Principle * Openness Principie

Purpose Speciiication Principie Individual Participation Principie

Use Limitation Principie ° Accounta]oiiity Principie
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Filter
A pattern or mask ’chrough which data is passed to separate specified items. Por instance, a filter
used in e-mail or in retrieving newsgroup messages can allow users to autornaticauy discard

messages from designated users.

Firewall

A security solution that segregates one portion of a network from another portion, aﬂowing only
authorized network traffic to pass through accorcling to trafﬁc-ﬁltering rules.

G

Goals (Project)

Project goals are the desired long—term end results that, if accomplishecl, will mean the team has
achieved their mission. Goals provicle a framework for more detailed levels of planning. Goals
are more specific than mission statements but remain general enough to stimulate creativity and

innovation.

H

Health Insurance Portability and Accounta]oility Act (HIPAA)

A U.S. law that gives patients greater access to their own medical records and more control over
how their personaﬂy identifiable information is used. The law also addresses the obliga’cions of
health-care providers and health plans to protect health information. In general, covered entities
such as health plans, health-care clearinghouses, and health-care providers that conduct certain
financial and administrative transactions electronicaﬂy had until Apri] 14, 2003, to comply with
this act.

|

Identification

A process Wherel)y a real-world entity is recognized and its identi’ty established. Iclentity is
operationalizecl in the abstract world of information systems as a set of information about an
entity that differentiates it from other similar entities. The set of information may be as small as
a single code, specificaﬂy designed as an identifier, or may be a compound of such data as a given
and family name, date of birth, and address. An organization’s identification process comprises
the acquisition of the relevant iclenti{:ying information.

In(livi(lually Identifiable Health Information (ITHT)

Informa’cion, including demographic information, which relates to the past, present, or future

physical or mental health or condition of a member and can be used to identify the member.
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Individual Participation Principle
One of the eigiit Fair Information Principies (F1Ps) cieveiopeci i)y the Organization for
Economic Cooperation and Development (OECD). As stated in the FIPs, according to this
principle, an individual should have the rigiit:
a) To obtain from the data controller confirmation of whether or not the data
controller has data reiating to iiim;
i)) To have communicated to him, data reia’cing to him:
*  Within a reasonable time,
° Ata Ciiarge, if any, that is not excessive,
* In a reasonable manner, and
* Inaform that is rea(iiiy inteiiigii)ie to him.
o) To be given reasons if a request made under sui)paragrapiis a) and i)) is denied, and
to be able to ciiaiienge such denial; and
(i) To cilaiienge data reiating to him and, if the cilaiienge is successful, to have the

data ei'aseci, rectiiieci, compieteci, or amended.

Individual Responsii)ility
Since a privacy notice is not seii—impiementing, an individual within an organization’s structure

must also be assigne(i responsii)iiity for enacting and impiementing the notice.

Information

Tiie use oi (iata to extract meaning.

Information Disclosure

The exposure of information to individuals who normaiiy would not have access to it.

Information Privacy
Information privacy is the interest an individual has in con’croiiing, or at least signiiicantiy
inﬂuencing , the iian(iiing of data about themselves.

Information Quality
The accuracy and Vaii(iity of the actual values of the (iata, data structure, and (iatai)ase/(iata
repository ciesign. The elements of information quaiity are accuracy, compie’ceness, currency,

reiiai)iiity, and context/ meaning.

Invasion of Privacy

Invasion of privacy can be defined as intrusion on one’s solitude or into one’s private affairs,
pu]oiic disclosure of emioarrassing private information, puijiicity that puts one in a false iight to
the pui)iic, or appropriation of one’s name or picture for personai or commercial a(ivan’cage. See

Riglrt to Privacy.
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K

Key
In encryption and (iigitai signatures, a izey is a value used in combination with an aigorithm to

encrypt or (iecrypt data.

L

Least Priviieg’e Administration
A recommended security practice in which every user is provicieci with oniy the minimum

priviieges needed to accompiisii the tasks tiiey are authorized to periorm.

Log’s
Logs are a necessary part of an aciequate security system as tiiey are needed to assure that data is
properiy tracked and oniy authorized individuals are getting access to the data.

M

Maintenance of Information

The maintenance of information appiies to all forms of information storage. This would include
electronic systems, like databases, and nonelectronic storage systems, like iiiing cabinets. To
meet access requirements, an organization is not require(i to create new systems to maintain
information or maintain information i)eyon(i a time when it no ionger serves an organization’s

purpose.

Mission Statement
A succinct, comprehensive statement of purpose of an agency, program, sui)program, or project

that is consistent with a vision statement. See Vision Statement.

N

N onrepudiation
A teciinique used to ensure that someone periorming an action on a computer cannot iaiseiy
(ieny that ‘ciley periorme(i that action. Nonrepu(iia’cion provi(ies undeniable proo£ that a user took

a speciiic action, such as transierring money, authorizing a purcilase, or senciing a message.
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O

O]:)jectives (Project)

Ol)jectives are specific and measurable targets for accomplishing goals, which are usuaHy short
term with a target time frame. In contrast to goals, ohjectives are specific, quantifialole, and
time-bound statements of desired accomplishments or results. As such, objectives represent

intermediate achievements necessary to achieve goals. See Goals.

Online Collection
A Web site or online service is deemed to collect personaﬂy identifiable information or prospect
information online, even though that information may be immedia’cely deleted and not

maintained for further use Ly an organization.

Openness Principle

One of the eight Fair Information Principles (FIPs) developed l)y the Organization for
Economic Cooperation and Development (OECD). According to this principle, there should be
a general policy of openness about clevelopmen’cs, practices, and policies with respect to personal
data. Means should be readily available for es’ca})hshing the existence and nature of personal data
and the main purposes of their use, as well as the iclentity and usual residence of the data

controuer.

P

Permission
Authorization to perform operations associated with a specific shared resource, such as a file,
directory, or printer. Permission must be granted loy the system administrator to individual user

accounts or administrative groups.

Personal Data

Personal data refers to any personaﬂy identifiable information that relates to an identifiable

individual (or data subjec’c). See Persona/]y [Jenti][iab/e Information‘

Personal Information

See Persona//y [clenti][ialvie In][ormation.

Personally Identifiable Information
Personaﬂy identifiable information is one or more pieces of information that when considered
together or when considered in the context of how it is presented or how it is ga’chered is sufficient

to specify a unique individual.

The pieces of information can be:
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*  Personal characteristics (sucil as height, Weigilt, gen(ier, sexual orientation,
date of i)irtii, age, hair coior, eye coior, race, etiinicity, scars, tattoos, gang
aiiiiiation, reiigious aiiiiiation, piace of i)irtii, mother’s maiden name,
distinguishing features, and biometrics information, such as iingerprints,
DNA, and retinal scans).

A unique set of numbers or characters assigne(i to a speciiic individual,
inciu(iing name; aciciress; piione numi)er; social security numi)er; e-mail
a(i(iress; driver’s license numi)er; financial account or credit card number and
associated PIN number; and Automated Integrateci Fingerprint Identification
System (AIFIS) identifier, booking, or detention system number.

Descriptions of event(s) or points in time (i;or exampie, information in
documents such as poiice reports, arrest reports, and medical recorcis).
Descriptions of iocation(s) or piace(s), inciu(iing geographic information

system (GIS) iocations, electronic bracelet monitoring iniormation, etc.

Privacy
The term privacy refers to individuals’ interests in preventing the inappropriate collection, use,
and release of personaiiy identifiable information. Privacy interests include privacy of personai

behavior, privacy of personai communications, and privacy of personai data.

Other definitions of privacy include the capacity to be piiysicaiiy alone (soiitu(ie) ; to be free from
pi’iysicai interference, threat, or unwanted touci'iing (assauit, i)a’ctery) ; or to avoid ioeing seen or

overheard in particuiar contexts.

Privacy Compromise
A privacy compromise is a scenario in which an unauthorized individual, or group of individuals,

is able to gain access to personaiiy identifiable information about another individual.

Privacy Policy

A privacy poiicy is a written, pui)iisiie(i statement that articulates the poiicy position of an
organization on how it handles the personaiiy identifiable information that it gati'iers and uses in
the normal course of business. The poiicy should include information reiating to the processes of
information coiiection, anaiysis, maintenance, (iissemination, and access. The purpose of the
privacy poiicy is to articulate that the agency will adhere to those iegai requirements and agency
poiicy determinations that enable gatiiering and sharing of information to occur in a manner that
protects personai privacy interests. A weii—cieveiopeci and impiementeci privacy poiicy uses justice
entity resources Wiser and eiiectiveiy; protects the agency, the in(iivi(iuai, and the pui)iic; and

promotes pui)lic trust.
Privacy Protection

This is a process of iin(iing appropriate balances between privacy and muitipie competing

interests, such as justice information siiaring.

September 20, 2006 Page 59 of 79



Privacy Tectlnology Focus Group Report

Privacy C}lampion (or Sponsor)

The project ctlampion or sponsor is a tligtl—level individual within the organization who has been
selected to drive the privacy policy ctevelopment effort. The ctlampion tlelps steer the ctevelopment
of the privacy policy, identifies and allocates the necessary resources (laottl human and other
support), and oversees policy implementation. This person provictes a strong voice for the team
ettort, particutarly when there is competition for scarce resources, and provictes the mechanism for
efficient decision mateing when the project team leader or project manager does not have the

authority to make ctecisions in selectect areas.

Project Team
The project team is a multidisciplinary group of individuals, representing a broad array of
perspectives, who collaborate on the ctevelopment of the privacy policy. This team represents the

core agencies that are entrusted with the protection of private information for justice information

stlaring. See Stakeholder.

Project Team Leader

A project team leader is someone who will direct and manage the privacy policy (tevelopment
project on a (tay—to—(tay basis. The project team leader should possess the toﬂowing essential
characteristics: organizational credit)ility, organizational auttlority, at)ility to build and manage

coalitions, and a]aility to manage clay—to—clay tasks over an extended perioct of time.

Prospect Information

Prospect information is defined the exact same way as personaﬂy identifiable information except
that it is submitted t)y an individual who is not the sut)ject of the data and who is giving
personaﬂy identifiable information about someone else. This personaﬂy identifiable information

about someone else is considered prospect information.

Purpose Specitication Principle

One of the eight Fair Information Principles (FIPs) ctevelope(l l)y the Organization for
Economic Cooperation and Development (OECD). According to this principle, the purposes for
which personal data are collected should be specitiect no later than at the time of collection, and
the sut)sequent use limited to the fulfillment of those purposes or such others as are not

incompati]ole with those purposes, and as are specitied on each occasion of ctlange of purpose.

R

Record

Any item, coﬂection, or grouping of information that includes personaﬂy identifiable information
and is maintained, collected, used, or disseminated ]Jy or for the coﬂecting agency or

organization.
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Repu(liation
The a]aili’cy of a user to cleny having performed an action that other parties cannot prove
otherwise. For example, a user who deleted a file can success{:uﬂy &eny cloing so if no mechanism

(such as audit fﬂes) can contradict that claim.

Retrievable Information

Information is retrievable in the ordinary course of business if it can be retrieved lay talzing steps
that are taken on a regular basis in the conduct of business with respect to that information or
that an organization is capal)le of talzing with the procedures it uses on a regular basis in the

conduct of its business.

Information is not considered retrievable in the or(linary course of business if retrieval would
impose an unreasonable burden or violate the 1egitimate rights of a person that is not the subject
of the information. The unreasonableness of burden is balanced against the signiﬁcance of the

. . 7
1n£orma’c10n S use.

Rig’llt to Privacy
The possi]ole right to be let alone, in the absence of some reasonable pu]olic interest in a person’s
activities. Invasion of the righ’c to privacy can be the basis for a lawsuit for clamages against the

person or entity Violating that righ’t.

The right to privacy as a matter of constitutional law is understood to have I)egun with a
pioneering law review article, “The Right to Privacy," in the Harvard Law Review in the 1890s,
written Ly 1awyers Samuel D. Warren and future Supreme Court Justice Louis D. Brandeis. See
Privacy.

Role-Based Authorization

A type of authorization that uses roles to determine access rights and privileges. A role is a

symlaolic category of users that share the same security privilege.

S

Safeg’uar(l
A sa£eguard is considered a technology, policy, or proceclure that counters a threat or protects

assets.

Secon(].ary Data Uses

Uses of personaﬂy identifiable information for purposes other than those for which the
information was originaﬂy collected. The Organization for Economic Cooperation and
Development's (OECD) Fair Information Principles (FIPs) state that a person can provide
personaﬂy identifiable information for a specific purpose without the fear that it may later be used

for an unrelated purpose without that person’s 12now1eclge or consent.
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Secure Sockets Layer (SSL)

A protocol that provides secure data communication through data encryption. This protocol
enables authentication, integrity, and data privacy over networks through a combination of cligital
certificates, pu]olic-lzey cryptography, and bulk data encryption. This protocol does not provide

authorization or nonrepucliation.

Security
Security refers to the range of administrative, technical, and physical mechanisms that aim to
preserve privacy and confidentiality l)y restricting information access to authorized users for

authorized purposes.

Computer and communications security efforts also have the goal of assuring the accuracy and
Jcirnely availal)ility of data for the 1egitimate user set, as well as promoting failure resistance in the

electronic systems overall.

Security Policy

A security policy is different from a privacy policy. A security policy alone may not adequa’cely
address the protection of personaﬂy identifiable information or the requirements of a privacy
policy in their entirety. A security policy addresses information classification, protection, and
perio&ic review to ensure that information is Leing stewarded in accordance with an organization’s

privacy policy. See Privacy Po/icy.

Security Safeguards Principle

One of the eight Fair Information Principles (FIPs) developed l)y the Organization for
Economic Cooperation and Development (OECD). According to this principle, personal data
should be protecte(l Ly reasonable security safeguards against such risks as loss or unauthorized

access, destruction, use, modiﬁca’cion, or disclosure of data.

N) takeholder

A stakeholder is an agency or individual that is essential to the clevelopment and implementation
of the privacy policy and who contributes to, but is not a member of, the project team.
Stakeholders have interests in the outcome of the privacy policy and provide input (£or example,
focus groups, surveys, documents for puhlic comment, or invited spealzers at team meetings). See

Project Team.

T

Transborder Flows of Personal Data
Movements of personal data across national borders. See Fair In][ormation Princip/es (FIPs).
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U

Use
With respect to personaiiy identifiable information, the stlaring, empioyment, application,
utilization, examination, or anaiysis of such information within the agency or organization that

maintains the (iesignate(i record set.

Use Limitation Principle

One of the eigiit Fair Information Principies (FIPs) cteveiope(i i)y the Organization for
Economic Cooperation and Development (OECD). Accor(iing to this principle, personai data
should not be ctisciosect, made avaiiai)ie, or otherwise be used for purposes other than those
specified in accordance with the Purpose Specification Principle, except with the consent of the
data sui)ject or i)y the auttiority of law. See Purpose Speci][ication Princip/e.

v

Values Statement
The core principles and ptliiosoptiies that describe how an agency conducts itself in carrying out

its mission.

Virtual Private Network (VPN)
The extension of a private network that provi(ies encapsulated, encrypte(i, and authenticated
iogicai (not ptiysicai) links across shared or pu]oiic networks. VPN connections typicaiiy provicte

remote access and router-to-router connections to private networks over the Internet.

Virus

A code written with the express intention of replicating itself. A virus attempts to sprea(i from
computer to computer i)y attactiing itself to a host program. [t may (iamage i’iarctware, sottware,
or data. See Worm.

Vision Statement
A compeiiing and conceptuai image of the desired, successful outcome.

Vulnerai)ility
Any weakness, administrative process, act, or ptiysicai exposure that makes a computer susceptii)ie

to expioitation t)y a threat.
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W

Worm

A self-propagating malicious code that can au’comaticaﬂy distribute itself from one computer to

another through network connections. A worm can take harmful action, such as consuming

network or local system resources, possi]oly causing a denial-of-service attack.

Glossary of Cited Resources for Terms and Definitions

September 20, 2006

“Data  Anonymization” definition courtesy of su]oject—mat’cer expert

Mt. John Bliss, Privacy Strategist—Entity Analytic Solutions, IBM.

Better Business Bureau, BBBOnLine Privacy Program, Privacy Terms and
Definitions, WWW.LLLonline.org/privacv/help.pd£.

University of Miami Ethics Programs, Privacy/Data Protection Project,
Encyclopedia, Index, http://privacv.med.miami.eclu/glossarv/inclex.htm.

Privaciﬂa.org, Privacy and ~ Government, Organization for Economic
Cooperation and Development (OECD) Guidelines, WWW.privaciHa.org

/government/ oecdguidelines html.

Organization for Economic Cooperation and Development (OECD), OECD
Guidelines on the Protection of Privacy and Transborder Flows of Personal
Data, September 23, 1980, Www.oeccl.org/document/18/0,2340,en_2649
201185 1815186 _1 1 1 1,00.html.

Warren, Samuel D., and Louis D. Brandeis. "The Right to Privacy," Harvard
Law Review 4, 1890:193.

Clarke, Roger. Privacy Introduction and Definitions, Introduction to
Dataveillance and Information Privacy, and Definitions of Terms,
September 16, 1999, Www.anu.eclu.au/people/Roger.Clarlze/DV/Intro.html.

Birnbaum, Adam. Blue Cross Blue Shield Association (BCBSA), Health
Insurance Portability and Accountability Act (HIPAA), Helpful HIPAA Terms
and Definitions, WWW.£epMue.org/privacyhipaa/privacvllipaa(leﬁnecl.html.

Law.com, ALM Properties, Inc., Law.com Dictionary,
h’ttp ://clictionarv.law.com/.
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* Microsoft Corporation, Microso][t Security G/ossary, October 29, 2002
(Revisecl May 20, 2005), Www.microsoft.com/security/glossarv.mspx.
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APPENDIX C: PRIVACY TECHNOLOGY FOCUS GROUP

REFERENCE MATERIALS

Organization for Economic Cooperation and Development: (OECD) Guidelines on the
Protection 0][ Privacy and Transborder Flows of Personal Data
(h’ttp://it.oip.gov/clocuments/QECD_FIPs.p(lf)

The eight Fair Information Principles (F1Ps) contained within this OBCD document were

clevelope(l around commercial, not justice, transactions and the transborder exchange of

information. However, Jchey do provi(le a straightforward clescription of underlying privacy and
information exchange principles and a simple framework for the 1egal analysis that needs to be

done with regard to privacy in integratecl justice systems.

Justice Information Privacy Guideline: Deve/oping, Drafting and Assessing Privacy
Po/icy for ]ustice Information Systems (http://www.ncia.org/pdf/privacvguiclehne.pdf)
The goal of this Bureau of Justice Assistance (B]A)—sponsorecl guicleline, procluce(l in

par’cnership with the National Criminal Justice Association, is to provide assistance to justice

leaders and practitioners who seek to balance public safety, pu]olic access, and privacy when
developing privacy policies for their agencies' systems. This guideline was prepared throug}l the
collaboration of nearly 100 1oca1, state, and tribal justice leaclers, as well as acaclemia, elected

oHicials, the meclia, and the private sector.

Global Justice Information Sllaring’ Initiative: Privacy Policy Deve/opment Guide
(http ://it.ojp.gov/ clocuments/ Privacv_Guide_Final.pcl{)

The Guide is a practical, hands-on resource geared toward practitioners charged with

cleveloping or revising their agency’s privacy policy. Using this document is the next 1ogica1
step for those justice entities that are ready to move l)eyond awareness into the actual policy
clevelopment process. While this manual may certainly be of interest to justice leaders, the
target reader is the professional tasked with getting the jol) done. Appenclecl to this Guide are
two excellent stand-alone resources: 1) Privacy and In][ormation Qua/ity Po/icy Deve/opment ][or
the Justice Decision Maker, a high—level overview booklet in’croclucing the framework for a
systematic consideration of privacy and information quality policy and practices within an
executive’s agency and 2) Glossary of Terms and Definitions. These resources were produced
Ly the U.S. Department of Justice’s Global Privacy and Information Quality Worlzing Group,
a component of the Global Initiative, with guidance and 1eaclership from BJA.

Global Justice Information S}laring’ Initiative: Applying Security Practices to Justice
Information Slzaring (h’ctp://it.oip.gov/(locuments/asp/)

This document contains Laclzgrouncl information, overviews of best practices, and guidelines

for secure information sharing. Fifteen disciplines have been identified that span the
important elements of information security architecture. Executives and managers should use

this document as a resource in securing critical justice information systems and suggesting
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ideas and best practices to consider in louilding their agency's information infrastructure. This
resource was procluced Ly the U.S. Department of Justice’s Global Security Worlzing Group, a
component of the Global Initiative, with guidance and 1eadership from the BJA.

Privacy and Civil Rig’l'lts Policy Templates for Justice Information Systems
Please contact Focus Group participant Alan Carlson at acarlson@imiiustice.org for further
PP p

information and/or copies of the Templa’ces.)

These templa’tes are clesignecl to cover a range of computer—l)ased justice information systems
and can be used ]oy entities that are cleveloping or modi£ying an incident- or events-based
records management system, a case management system, an integratecl criminal justice
information system (’tha’c supports the work of or is used l)y several agencies or courts), a
criminal history record information system, or a criminal inteﬂigence ga’chering system and/or

entities that are creating or joining a justice information sharing network.

The policy templa’ces are intended for systems that seele, receive, store, and make available
information in support of criminal investigations, crime analysis, law enforcement, protection of
pul)lic safety or health, or other matters handled through the justice system. The templa’ces are
also relevant to the administration of justice, strategic/tactical operations, and national security

responsi]oilities.
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APPENDIX D: PRIVACY TECHNOLOGY FOoCcus GROUP

ToP PRIVACY TECHNOLOGY ISSUES SUBMITTED BY EACH PARTICIPANT

Given the cleptll of experience of participants, a valuable initial Focus Group activity was
requesting that each attendee list on index cards his/her top five justice-rela’ced privacy policy
issues that can be addressed Ly technology. The individual issue cards were then groupe(l into

common subject matters, revealing both common themes and a cliversity of ideas.

The Focus Group Planning Committee feels these cards represent a valuable resource and
should be presented in this report. While ’they have been grouped into su]oject matters, they are
otherwise reproclucecl in their original form. (Please note: The su]:)ject matters of Access and
Authentication, Data Aggregation and Dissemination, Identity Tite][t, and Personal Safety
and Protection are not treated below since they are addressed £tu in the Focus Group report.)

Sul)ject: Automation of Flow and Processes/Data Mapping

7
L X4

Information sharing format—electronic sharing—appropriate way to
disseminate to different requestor types. For example, in raw £ormat, the
requestor can easily manipulate and share data as Jchey see fit; in a fixed text

format, it is much more cliﬁicult—pu]alic, criminal justice agencies, etc.

% A]oility to specificaﬂy tag privacy (or not) of data and information in the
exchange clesign, that is, privacy rules moving with the data.

< Have business procluc’ts more adequately support Standards, e.g., Global
JXDM.
% Every property in the Global JXDM has metadata to describe source and

quality. How can these be used to support the FIPs? What additional
metadata would improve support for the FIPS?

%

s There is a quality issue in that we cannot accurately iden’cify the information
about a person without a biometric ID. These IDs are only available from law
enforcement and do not flow with the data.
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¢ Issue—DBusiness rules stated in a way that translates into functional and

technical requirements. Examples:

0 Expungement 0 Conviction

0 S ealing 0 Criminal history

0 Audit trail 0 Business rules to define large segments of
0 Record access process: arrest, investigation, prosecution,
(0] Juvenile conviction

% Spam—How does one ensure that e-mail does not contain spyware for a
pl’lishing exploit that may steal their personaﬂy identifiable information (PID)?

% Automation of ﬂows/process engineering from data mapping to network
mapping to PIAs—All of these flow processes, revisions, and reengineering can
be better supported l)y technology—the easier to (10, the more lilzely it will be

done.

Sul)] ect: Compliance/AccountaLilitV

< SOA—When information is made available as a service, as opposed to sending
it in bulk/batch, tec}mologies such as cligital signatures, access lists, or i(lentity

management may be requirecl.
% Automated process to assess compliance with privacy policy.

" Accounta]aility and enforcement—How can technology enable us to monitor
system use to detect and prevent al)use, raise confidence and trust 1evels, and

improve likelihood system will be used and opera’ced in a lawful manner?

% How to trace back to source of “leak” to hold person accountable when
information sharing systems dilute “evidence” trail of inappropriate/iﬂegal

disclosure.

< What Jcechnologies are available to ensure accountal)ility for compliance with

privacy policies?

o Ensuring that data is encryptecl from clata})ases, applications, data transfers,
data sharing, and })aclzup procedures will provi(le “Jata stewards” and the pubhc
with a higher clegree of confidence that the FIP guiclelines of security and use
are adhered to.
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%

* Auditing a criminal history system to determine accuracy of the data. With
data coming from multiple sources, is there a way to best audit to ensure

accuracy?

“* Digi’cized court records—There is a large move toward scanning/cligitizing
court records. This is generaﬂy accompanied loy public access via the Internet.
Technology needs to be used to suppress or redact personaﬂy sensitive

information from pu]:)hc release yet be retained for proper ju(licial use.

% Challenge of data accessil)ili’cy by ques’cionable users/sources.
0 Potential resolution: Federated ID Management

< Control of access and disclosure through technology, the a]oili’cy to provide
access Where, and only where needed and appropriate and allowing disclosure

only in a lawful manner.

% Public access to court/puljhc record information via electronic/Internet
technology. Data collected through legacy processes may include information
(not considered appropriate) and possi]aly even (private) information about
victims, witnesses, etc., which may be released to potentiaﬂy harmful
individuals. (Data review and authentication of requestor would limit release
of certain cla’ca.)

% Authenticating people accessing information—to ensure appropriate access
and use. Do you put the blinds on the inside of the window or on the outside?
Security is an inhibitor or facilitator of privacy.

% Data sharing access ancl contro]s.
0 Potential resolution: SOA with Web services

% Leveraging data access across systems with controls/ security.
0 Potential resolution: SOA/Enterprise service bus usage within open

architecture

< Countless legacy systems collect personaﬂy iclenti{ying information—Software
filters should be developed to iclentify this information so that its access and

dissemination can be tracked and monitored.

X/
°e

Authorization—Use Lightweight Directory Access Protocol (LDAP), identity

management, and role-based permissions to ensure privacy.

X/
°e

Auditing/enforcement—Use 1ogging and data mining to make sure data isn’t

]oeing accessed for inappropriate purposes.
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<> Authenticating participants in the criminal justice system.

X/
°

Anonymization of personaﬂy identifiable information for privacy—enhance(l
information sharing. Because if data can be shared in an anonymizecl form
with a ma’ceriaﬂy similar result procluce(l 13y clear text analysis, why should data
be shared any other way?

X/
°

Immutable audit to enhance trust in information sharing systems and

encourage U.S. citizen support and data contributions.

%

» Automation/mapping privacy best practices/guidelines (e.g., automating Java
Metaclating Inter£acing (JMI’s) Privacy Policy Templa’ces). Privacy pohcy
creation can be Vastly improvecl lay automation. Too o{'ten, those involved sleip
hard thinlzing and move to “cookie cutter” PIAs.

%

s Tethered data—Organizations are sharing data without recording what they
shared with whom. Data cannot be 1zept current (or re(lacte(l, where necessary)

from secondary sources. Supports openness principle.

Sul)ject: Data Quality

<> Talzing into consideration new standards (e.g., Global JXDM) and improvecl
electronic communications, improve accuracy of information ]oy relying s’cric’cly
upon original source information (from records systems maintained Ly an

agency) and eliminate copies of aggrega’ced data.

% Records management/data stan(larcls—agree(l £ormats, use of data stanclar(ls,
inclucling compati]ale classification methods accounting for nontraditional
data—PIF in information fragments can be better capture(l, cataloguecl, and
made searchable.

% 90% of criminal justice data in law enforcement agencies is mnonarrest.
Accuracy and content confidence is often su]ooptimal. Technologies are

available to improve accuracy and avoid the errors of garlyage in/ gospel out.

% In order to improve overall data quality, ensure that information initiaﬂy
collected—then upclatecl and amended—is as accurate, comple’ce, and up to
date as possi]ale.

X/
°e

Data quality is a l)ig concern—How can we use technology to ensure that a
record is associated with the correct person?
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%

% Use of Global JXDM/NIEM standard and “reference documents” will decrease

the rate of errors incurred cluring system-to-system data translation, Jchereby

increasing accuracy.

% How do we determine we are coﬂec’cing useful or nonessential information?

What are the guidelines?

% Expunging criminal records is practicaﬂy impossible, since data are sold or

given to third parties. This also goes along with correcting incorrect data.

% Use of technology to indicate information qua/ity, that is, how accurate,

complete, and reliable is a piece of information in a justice system?

% Criminal his’cory collected on an individual who has frauclulently identified
himself can lead to loss of employment or other negative incidents to the law-
a]aiding citizen. Use of biometric identification can help ensure proper

identification of arreste(l persons and prevent future cliscrepancies.

“* Quality—When data is wrong/bacl, privacy can be impac’cecl. Technologies
such as input validation, data cleansing in a data warchouse (ETL), or

maintaining of the source as it moves from location to location.

X/
°e

Data Warehousing has the potential to provide the justice community with a
great source for querying loy law enforcement. However, incorrect identifiers
may lead to false arrest if data collected is not sul)ject to strict validation and

timeliness policies.

Sul)ject: Data Ownership/ Stewardsllip

<> Al)ility to rnoclify sensitivity level of data and upclate those that have it

(involves ownership) .

<> anership of data—as it crosses systems—transactions are 1ogged creating a

“new” database of information that can be used for a new purpose (i.e., N-
DEx—What new issues arise and how are they fixecl?).

< Control of data usage after dissemination (ownership of data).
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Sul)ject: Expungement/Retention

% The a]aility to amencl, upclate, change, delete (sea] or expunge) data that moves
beyond the originating system—How can technology track and audit and deal
with that data?

% How do we force all agencies and companies to protect the clisplay of personal
information within when it is not needed? For example, all you need to see is
the last four (ligits of a social security number on credit cards. How about

reports?

¢ How can technology address the issues of sealing and expunging records?
What about correcting inaccurate information that may have been sold or

aggrega’ced?

X/
L X4

How to deal Witl’l expungements and delayecl sentences Wit]’l technology and

information sharing?

Sul)ject: Granular/Discrete Data

% How can technology facilitate the “tagging” or data with the associate FIPs’
information so it may be carried with the data through an integra’cecl system?

< How to denote the sensitivity level of data at a granular level within a
document/database?

<> Hiding unique identifiers in the transactional databases, but 1eaving them

useal)le.

Suloject: Inherent Privacy Issues Associated With Technologv

% Issues inherent with new technologies such as Radio Frequency Identification
(RFID), which pose potential to conduct electronic surveillance without an
individual lznowing it. RFID implementecl in store stock, clothing, vehicle

cargo, etc.

> Unclerstancling the interconnectedness and secondary effect of multiple

technologies re: privacy.
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%

*

Service-Oriented Architecture (SOA).
0 Granular (ieiivery of functions/data
0 Minimizes need to consolidate data

Enterprise Service Bus.

(0] Pui)/ sui)

0 Web services gateway

0 Granular/auditable access to services in SOA

How do we protect the transmission of personaiiy identifiable information

tiirougti wireless means?

A move towards an SOA infrastructure puts registry or index information

“out there.” This causes many concerns. How do we mitigate these concerns?

Sul)] ect: Org’anizational Behavior

K/
£ %4

Business partners unwiiiingness to share ictentitying information.

Sul)] ect: Policy

*

X/
°e

X/
°e

September 20, 2006

Contigurai)ie models.
o le, classification of common stiaring scenarios as a piattorm upon which

privacy poiicies can be embedded in technologies

Trust authorities—Enhanced review and oversigiit. Siiaring needs to be
preciicate(i on trust across organizations to the extent that technologies can
iieip establish compatii:)iiity across enterprises and can provi(ie audit and poiicy
oversigtit, then trust will be enhanced and greater siiaring can be accompiistle(i.
There needs to be oversigiit/ au(iitai)iiity of the trust auti'lority as well.

How tectlnoiogy (ieveiopment and implementation can support evoiving privacy

standards and risks.

o le, privacy is not static, but both affects and is informed t)y new
tectlnoiogy capat)iiities

Seconciary use.

Preference Management—How do we ensure that data is ioeing processe(i in

adherence with the owner’s wishes?
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%

» Who or what agency should be responsi]ole for talzing the lead on managing
and monitoring the clevelopmen’c of the technological and policy framework
related to privacy policies and safeguarcls? Who should audit it? Who defines
the technological or policy standards?

X/
°e

How do you define and articulate the risks associated with privacy in the
context of Criminal Justice Information Services (CJIS) technology? How do
you educate policymalzers on the importance of privacy and its direct

relationship to technology?

X/
°e

FIPs don’t £tu take into account either the capabﬂities or the problems of

modern systems.

% Cannot get consistent privacy policies (or even defini’cions) for specific services

across organizations.

¢ Privacy laws and practices in the U.S. are failing to lzeep pace with the North
American-wide free flow of people post-NAFTA. Cultures and proceclures
need to change to allow technology to be 1everage(1 to provide accurate

information.

% The inteﬂigence/in£ormation gathering push post-9/11 appears oftentimes at
odds with both FIPs and with current system abilities to absorb and interpret

that information.

X/
°e

How can you possiMy get Jane and Joe users (customers) to understand how
their information is going to be used and why?—asicle from saying, “We don’t

share this information?”

% Public agencies face ha]oility for the release of wrong data and criticism for
failure to release the right data at the righ’t time. What kind of assurances can

minimize their 1ialoility for releasing or not releasing data?

< Review FIPs in the context of current technology capabilities to determine
whether they need to be modified or supplemen’cecl. Two areas that need to be
addressed:
0 Aggregation of information, particularly ownership and control
0 Information passing end to end through multiple systems and owners

% rivac ecomes the new roa OCR to 1ntormation sharing ror those who rea
Privacy b th dblock to information sharing for those who really

don’t want to share. Technology no 1onger can be called too har(l, too

expensive, so privacy gets stood up in its place.
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<& Regulatory compliance—Companies need to be able to ensure that accesses to
data are Leing done in accordance with regula’cory legislation and corporate

policy.

% Data access control—How do companies ensure that employees are only

accessing data that is appropriate to their role?

Su]oject: Privacy Policv/Technologv Stan(].arc].s, Legacy Systems

% How do you use technology to apply privacy policies to legacy systems?

% N-DEx privacy concerns— While privacy policy for N-DEx has not yet been
articulated, technology will need to be in place to foster the policy. Failure to
ensure privacy will doom N-DEx.

% Identification of technology standards that may be used to support privacy

requirements in integratecl systems.

% Cannot implement privacy policies in consistent way using technical standards

(many corollary issues).

% Cannot translate privacy policies into precise technical requirements (many

coroﬂary issues).

% Identification of standards related to the 1ogging of the dissemination and/or
use of personauy identifiable data to facilitate auditing.

Su]oject: Security

% Current 1egacy systems are incapable of meeting FIPs’ criteria and technology
can be used to manage that data to Lring it into standard.

X/
°

Security of transmission of sensitive data.

X3

AS

Protecting case notes of all players in justice system.

% Build convenient, accurate system for fast, easy, secure retrieval of

information.

% Recognize that a system’s security policy is not privacy policy, but with the
right emphasis, security can help sa£eguar(1 personaﬂy identifiable information.
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Sul)] ect: Solutions

7
L X4

Automated anaiysis (e.g., Entity Anaiy’cics) eliminates suiojectivity.

X/
°e

System usage anaiysis.

0 Tools to detect anomalies in system usage

< Global JXDM—Use it to enable exchange of privacy-relate(i information, like

level of privacy intended or proper context for use.

% Software applications that support poiicy anaiysis ti'irougii information flow

mapping—geareci to:

o I(ien’ciiying privacy issue risk points in the flow and waileing users tiirougii
potentiai solutions

o I(ientiiying different privacy needs based on position in the information

flow and surrouncling context.

% What is the current state of technoiogy? In other words, what are the risks,
gaps, and needs? Strengths? What does a “good system” look like?

o Buii(iing privacy into System Deveiopment Life Cycie—i)eginning in concept
pi’iase:
0] Concept 0] Depioyment
0 Requirements definition 0 Production and operation
0 Design O Retirement
(0] Deveiopment and text

o Applications that allow for correction of information across muitipie entities.

% The Global JXDM should be modified/altered/enhanced to include data

clements speciiic to privacy needs and issues.

% When interfaced with other databases, emerging and (ieveioping teciinoiogies
such as RFID and Distance Facial Recognition pose privacy risks

X/
L X4

I(ientiiying information exciiange pacizages that could be incorporate(i with
other Information Exciiange Pacieages (IEPs) that would overiap privacy on
eacii exciiange.

** Coniicience—i)uiiciing/ educational efforts re: use of teciinoiogies in information

silaring context to inform proper expectations of privacy.
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% Interactive Service Level Agreement (SLA) to facilitate
preparation/ completion of a Privacy Impact Assessment.

% Data elements in Global JXDM which are necessary to manage privacy.

LY . . . . .

% Data integration, in an enterprise environment, can lead to the release of
private information collected Ly one agency and retrieved by another. The use

of meta tagging to iclentify par’cicular data elements as private/ confidential can
help prevent such incidents.

Subject: Miscellaneous

% Consistent implemen’ca’cion of standards between agencies at 1ocal, state, tril)al,

an(l fe deral 1evels .

X/
°e

RFID and new technologies clevelop pro’cocols to review and use of sensor-
based, less obvious collection mechanisms. There can be physical tracleing of
things or people. As we go into more “aware” environments, we will have to
deal with issues of tracking and purposes. RFID to identify persons with HIV

in prison popula’cion for treatment and guard safety; could have function creep.

X/
°e

How do we ensure that information made available is not stale? Record

retention issues—Can technology help us track when to delete/archive data?

X/
°e

Eliminating/ reducing fraud
0 In original documents
0 In information transmission

0 In information storage/ retrieval

% Lack of session state information when using Web services.
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