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In order to address several information technology (IT) vulnerabilities and
weaknesses, we have undertaken a project to develop a comprehensive data center
strategy and define and certify USDA enterprise data centers. This supports the
various cyber security findings as a result of the internal control work conducted
during fiscal year (FY) 2006 and other recent audit findings.

It is vital that we prepare a comprehensive data center strategy that can be
implemented to move USDA in a well planned manner toward compliance with
indusW and government data center standards while achieving operational efficiency,
security and agility. The reality is that our discretionary budgets continue to decline;
our USDA policy requiring the control and protection of sensitive information is
stricter; and our requirement to recover critical applications in a disaster is shorter.
These changes and the noted physical access audit failures require that we review our
current data center environment across the Department and change our operational
framework.

Although the development of a comprehensive data center strategy takes time, it is
imperative that the Department move forward now on this effort. The recent
incidents related to breaches of privacy information dramatically highlight the need
for compliance and clearly articulated IT standards. However, before we can begin
to develop a data center strategy for the Department, we must first define and
communicate what a data center is and provide a process for certification of our data
centers.
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There are many types of data centers in existence throughout USDA. These data
centers support a variety of USDA IT. These include enterprise-wide information
systems, major program systems, agency-specific systems, both mission critical and
non-mission critical.

We have begun reviewing the "as-is" data center environment, analyzing our data
center needs for the entire Department, and are now preparing a short- and long-term
strategy that will allow the Department to move toward operational efficiency and
agility. The strategy will address the placement of automated information systems
within USDA centers, determining which should reside in designated enterprise data
centers and which should reside in specialized/designated non-enterprise data centers.

Implementation of this data center strategy ~vill be completed in phases. Those
phases are represented in the milestones and the estimated timeframes as follows:



Milestone
Develop USDA standard definitions for
enterprise class data center and minimum
standards for these data centers
Develop enterprise class data center
certification application
Issue Departmental Memorandum
regarding enterprise data centers and
certification of enterprise data centers

Agencies apply to have data centers
certified as enterprise class data centers
Review of agency enterprise data center
applications
CIO provides certification of approved
enterprise class data centers
Develop USDA standard definition for
system and classification of systems to be
hosted at enterprise and non-enterprise
data centers
Review existing enterprise class data
center space
Review existing disaster recovery space
Validate candidate systems/space
requirements for enterprise data centers
Identify candidate systems/infrastructure
and space requirements for placement in
data centers
Perform gap analysis between candidate
systems and existing data center space
Develop criteria for non-enterprise data
centers
Issue policy for non-enterprise data
centers
Develop implementation plan/transition
strategy/costs for placement of candidates
in enterprise and non-enterprise data
centers and DR sites
Approve transition strategy and proposed
timeline
Implement the prioritized Phase 1
migration plan (placement of systems in
enterprise data centers)
Develop Phase 2 plan (placement of
systems in non-enterprise data centers)

Estimated Timeframe for Completion
Completed

Completed

Not Later Than (NLT) June 20, 2007

NLT July 6, 2007

NLT July 24, 2007

NLT July 24, 2007

’ NLT July 1, 2007

NLT August 20, 2007

NLT August 20, 2007
NLT July 20, 2007

NLT August 20, 2007

NLTAugust 20, 2007

NLTNovember 15, 2007

NLTDecember 15, 2007

NLTDecember 31, 2007

NLT January 31, 2008

March 2008 - December 2008

NLT September 2008
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Attached to this memorandum are the USDA Enterprise Data Center Definition and
the minimum standards required to be approved as an enterprise data center
(Attachment 1). The required application to request certification of existing centers
as enterprise data centers is also attached (Attachment 2).

Agencies and organizations with data centers meeting the minimum standards must
apply for certification using the application checklist attached to this memorandum.
All applications for certification as an enterprise data center must be submitted to
Robert Suda, Associate Chief Information Officer by July 6, 2007. If you have
questions or need clarification, please contact either Stacy Riggs, OCIO, on
(202) 720-2225 or Wendy Sno~v, OCFO, on (202) 619-7636.

. Attachments:
(1) USDA Enterprise Data Center Definition
(2) Enterprise Data Center Certification Application

cc: Agency Administrators
Deputy Administrators for Management
Agency Chief Information Officers
Agency Chief Financial Officers
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Attachment 1 June 19, 2007

USDA Enterprise Class Data Center Definition

The Department’s intent is to provide a standarddefinition for a USDA Enterprise Class Data
Center.

USDA Enterprise Class Data Center Definition - A professionally managed and operated,
institutionally supported facility, providing convenient access to, manipulation of, and/or
distribution of data (including supporting information and expertise) for a wide community of
users. It has a long-term charter (not tied to the lifetime of a specific project) and is capable of
hosting systems that may be department-wide, shared services or agency-specific. The facility
must meet USDA specified physical standards and sustain USDA specified operational
standards.

All Enterprise Class Data Centers within USDA will be certified as meeting and sustaining the
following minimum physical standards:

1. Eiectrical Systems: Professionally managed power distribution to include power
conditioning, emergency power, and modular distribution.

a. Facility electrical systems shall be rated at a minimum of the Tier III level as
defined by the Uptime Institute (reference Appendix A). The facility electrical
system Tier III requirement does not include a requirement.for dual Utility
Switching equipment or dual po~ver feeds for non-mission critical hosted system
components.                                      .

b. Facility electrical power conditioners shall be employed to protect the data center
electrical supply from fluctuations in power quality.

c. When used, indoor generators shall be located in an isolated area as to protect the
rest of the data center facility in the event of mechanical failure.

HVAC Systems: Professionally managed heating, vemilation, humidity control and air
conditioning (HVAC) systems.

a. Facility mechanical systems must be rated at a minimum of Tier III level as
defined by the Uptime Institute (reference Appendix A).

b. HVAC and other mechanical systems shall provide automated climate controls
and automated system management to maximize system efficiencies

c. The data center shalI have raised flooring to provide a plenum for air to circulate
below the floor.

3. Fire Detection and Suppression: Fire Detection and Suppression systems meeting local
codes are required for the data center.

a. Automated fire detection and suppression systems shall be installed in the data
center.

b. Fire suppression systems shall be designed to minimize damage to equipment
outside of the fire zone.



4. Water and Flood Alarms: Enterprise data centers are to have water and flood prevention
plans.

a. Data Center facilities shall not have pipes containing water or other fluids above
the data center floor space.

b. Restrooms shall have functioning drains and secondary water barriers to prevent
the flow of liquids into the data center operations.

c. Data Centers shall have alarmed water monitors located under the raised flooring
to detect water intrusion.

Telecommunications:
a. Data centers shall have an on-site UTN node within the data center.
b. Te!eeo_m__m__un_ication infrastructure must meet the standards published in TIA-942

(Telecommunications Infrastructure Standard for Data Centers).

6. Physical Security:
a. Certified as a Level IV Security Facility as set forth in the physical security

classifications of the Deparmaent of Justice (reference Appendix B). The data
center shall also at minimum meet requirements specified in DM3510-01,
Physical Security Standards for Information Technology (IT) Restricted Space.

All Enterprise Class Data Centers within USDA will be certified as meeting and sustaining the
following minimum operational standards:                                            ,/

Information Systems Security:
b. Operations shall comply with NIST and FISMA standards.
c. The data center shall have documented and approved hardening guides for server

configuration.
d. The data center shall perform monthly vulnerability scans on all systems and shall

have a patch management system in-place to address vulnerabilities.
e. The data center must have documented disaster recovery/business continuity

plans and it must have documented emergency response processes.
f. Personnel working in the data center shall hold fully adjudicated background

investigations.
g. The data center shall have an approved, up-to-date certification and accreditation

of the general support systems that complies with the Government’s mandatory
requirements.

h. The data center shall have a documented and exercised incident response process
and procedures. The plan is to include electronic and manual hard shutdowns if
the breach can not be controlled electronically.

i. The data center shall have firewalls and network intrusion detection systems with
active monitoring to prevent, detect; and manage electronic risks and attacks.

j. Every two years, the data centers shall have comprehensive security analysis by
an independent organization which specializes in system security.

k. Data Centers shallhave a designated security professional who is responsible for
ensuring the maintenance of security procedures and compliance to the security
requirements.
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Facility Management:
a. Data Cen~ers shall maintain access logs, maintenance records, patch and upgrade

records for the data center facility and hosted equipment.
b. Topography of the facility infrastructure and hosted systems shall be mainta’med

by the Data Center.
c. Data Centers shall operate a cable management program, including the labeling

and maintenance of cable diagrams of all network and electrical cables.
d. Data Center shall have all fiber and cable tested every 5 years.
e. Data Center shall have standardized and documented commissioning and

decommissioning procedures for facility components and equipment hosted in the
data center.

f. Data Centers are required to quarterly com*]rm with the vendor the capacity of the
lines subscribed.

g. Data Center is required to monitor the capacity and confmued operation of the
telecommanications lines.

h. Data Centers shall have a roof and structure inspection every five years.
i. The data center shall have and maintain preventive maintenance and emergency

services contracts on all data center infrastructure components.
j. The data center shall maintain and operate documented, repeatable, standard

procedures for scheduling maintenance
k. Data centers shall not use temporary power, cooling, or control systems in a

permanent manner. Temporary systems are to be used no longer than 60 days.
¯ 1. Electrical, Fire Detection, HVAC, and environmental monitoring systems shall be

activeIy monitored 24x7 for events by data center staff, and shall provide an alarm
notification to data center personnel.

m. Upgrades to Electrical systems and HVAC for data centers shall be designed to
support modem energy conservation practices

n. Electrical systems including UPS, generators and switch gear shall be
professionally evaluated annually by an independent, certified techuieian.

o. Electrical power shall be tested annually to ensure a clean power source for
system hardware.

p. Backup power capabilities shall be tested monthly.
q. HVAC systems are to be professionally evaluated quarterly by an independent

certified technician for efficiency and reliability.
r. Fire suppression systems are to be inspected annually by an independent certified

technician
s. Data center facility ~ewers and drainage systems are to be inspected annually by

an independent certified technician
t. Data Center shall monitorthe capacity of the telecommunications lines.
u. Data Center shall monitor the operational status of telecommunication lines with

tools that will notify data center personnel upon a communications line failure.



Data Center Staff: Full-time, dedicated managemen~ and technical support staff to
perform operations and maintenance functions.

a. The data center shall provide a 24x7x365 helpdesk
b. The datd center shall provide 24x7x365 monitoring of all control, alarm, physical

security, information security and communication systems
c. On call evening, night, and weekend staff shall be provided by data center to

maintain patches and upgrades or repair to IT systems and facility infrastructure
d. Facility and equipment maintenance schedules shall be available in advance to

customers. Maintenance periods/schedules shall be negotiable.
e. Persormel are to have the skills required to maintain the service level agreements

and the security required for a data center.
f. Data Center must maintain a staffing plan for disaster and pandemic response

4. Management Processes: The data center must have mature enterprise-wide processes to
include configuration management, change management, project management, problem
reporting and correction, capacity management, performance management, and
vulnerability management.

a. The data center shall have a program in place to implement and maintain the
service delivery of the processes as defined by the IT Infrastructure Library
(ITIL).

b. Performance reporting (metrics) shall be in place to be used in Service level
agreements (SLAs) with hosted systems.

c. Customer service level surveys shall be delivered and reviewed annually by a
level of management above the data center executive. Summary shall be provided
to the senior level executive that has responsibility for the operation.

d. Every three years that data center shall be benchmarked against industry for
customer service, cost, and environmental impact.

e. Management of the data center shall have at least one person responsible for
operation and one person responsible for systems security on call at all times.



DRAFT
Appendix A

Uptime Institute Data Center Tier Ratings

A synopsis of the Uptime Institute data center tier ratings are as follows:

Tier I: A single path for power and cooling distribution, without redundant components,
providing 99.671% availability.
A Tier I data center is susceptible to disruptions ~om both planned and unplanned
activity. It has computer power distribution and cooling, but it may or may not have a
raised floor, a LIPS, or an engine generator. If it does have UPS or generators, they are
single-module systems and have many single points of failure. The infrastructure should
be completely shut down on an annual basis to perform preventive maintenance and
repair work. Urgent situations may reqtfire more frequent shutdowns. Operation errors or
spontaneous failures of site infrastructure components will cause a data center disruption.

Tier II: A single path for power and cooling distribution, with redundant components,
providing 99.741% availability.
Tier II facilities with redundant components are Slightly tess susceptible to’ disruptions
from both planned and unplanned activity than a Tier I data center. They have a raised
floor, UPS, and engine generators, b~t their capacity design is "Need plus One" (N+I),
which has a single-threaded distribution path throughout. Maintenance of the critical
power path and other parts 0fthe site infrastructure will require a processing shutdown.

Tier IIh Multiple active power and cooling distribution paths but only or~e path active,
redundant components, concurrently maintainable, providing 99.982% availability.
Tier III level capability allows for any planned site infrastructure activity without
disrupting the computer hardware operation in any way. Sufficient capacity and
distribution must be available to simultaneously carry the load on one path while
performing maintenance or testing On the other path. Unplanned activities such as errors
in operation or spontaneous failures of facility infrastructure components will still cause a
data center disruption.

¯ Tier IV: Multiple active power and cooling distribution paths, redundant components,
fault-tolerant, providing 99.995% availability.
Tie~ IV provides site infrastructure capacity and capability to permit any planned activity
without disruption to the critical load. Fault-tolerant functionality also provides the ability
of the site infrastructure to sustain at least one worst-case unplanned failure or event with
no critical load impact. This requires simultaneously active distribution paths, typically in
a System+System configuration. Electrically, this means two separate UPS systems in
which each system has N+I redundancy. Tier IV requires all computer hardware to have
dual power inputs as defined by The Uptime Institute’s Fault Tolerant Power Compliance
Specification Version 1.2.



Tier Classifications Define Site
Infrastructure Performance
By W. Pitt Turner IV, RE., John H. Seader, RE., and Kenneth G. Brill

Widely accepted within the uninterruptible industry, The Uptlme institute’s Tier Performance Standards
are an objective basis for comparing the capabilities of a particular design topology against others or to
compare groups of sites. This paper defines s four Tier system providing discussion and illustrations of
each classification. Significant cautions about Tier misapplication are provided. While the paper focuses
primarily on design topology, sustainability (how the site is operated once constructed) plays a more
significant role in what site availability is actually achieved. Actual site performance figures combining
both design topology and sustainability are presented by Tier classification.

This white paper:
¯ Equips non-technical managers with a simple and

effective means for identifying different data center
site infrastructure design topologies.

¯ Provides IT based definitions and performance
requirements for each Tier Level.

¯ Provides actual 5-year availability for 16 major
sites by Tier classification.

¯ Warns that site availability is a combination Of
both design topology and "sustainability" with
cons!derable optimization "art" involved.

¯ Warns that component/system Counts or MTBF
analysis plays no role in determining Tier
compliance partMly because each fails to include
sustainability factors which account for 70% of all
infrastructure failures.

¯ Cautions "self proclaimed" Tier claims all too often
tom out to be misleading, incomplete, or wrong.

¯ Outlines need for third-party validation of site
selection, design, and sustainability decisions
before commiding to multi-million dollar projects.

¯ Provides a commentary on typical Tier attributes.

Background
One of the most corm,non sources of confusion in the field
of unintermptible uptime is what constitutes a reliable
data center. All too often, reliability is in the eye of the
beholder--what is acceptable to one person or company
is inadequate to the next. Competing companies with data
centers of radically different infrastructure capabilities
are all claiming to deliver high availability.

With the continuously increasing pressure on high
availability comes an increased demand for computer

hardware reliability. Information technology customers
expect availalfdity of "Five Nines" or 99,999%.
Unfortunately, the substantial investment a business
frequently makes to achieve Five Nines in its computer
hardware and software platforms is likely to be
insufficient unless matched with a complementary site
infrastructure that can support their availability goals.
The site infrastructure includes 16 power, cooling, ,and
other critical physical layeranvironmental sub-systems
that must work together as a tightly integrated uptime
system.

Tier History
The Uptime Institute, Inc.® (Institute) developed a
four tiered classification approach to site infrastructure
functionality that addresses the need for a common
benchmarking standard. The Institute’s system has been
in use since 1995 and has become the default standard for
the unintermptible uptime industry. An early-1990s Tier
predecessor outlined seven ways of distributing critical
power to the computer equipment, but was not simple
and all inclusive. Abroader standard was required.

Creation of the Institute2 original Tier definition
was sfmaulated by multiple industry ~’equests. Senior
management decision makers needed a simple and
effective non-techrfical means of conveying the
differences in data center investments. Since the
original pioneering work done more than 10 years
ago, the Tier concept has been further developed and
validated by broad industry use. The Instimte’s objective
performance-based standard is very useful in ensuring
a consistent framework to compare various alternatives
companies may consider for obtaining data center space.
These include such options as owned, leased, third party
providers, and so on.
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Site Availability As Actually Experienced
By Information Technology
The following tier commentary includes actual measured
results for site availability ranging from 99.67% to more
than 99.99%.

These figures are not predictive of future site results,
but do reflect actual operating experience at a specific
list of sites representing the four Tiers of functionality.
It is important to note that this range of availability
is substantialIy less than the current Information
Technology (IT) expectations of Five Nines. This leads
to the conclusion that site availabifity limits overall IT
availability.

Four Tier Levels Reflect Evolution of Data
Center Uptime Objectives
Over the last 40 years, data center infrastructure design~
have evolved through at least four distinct stages,
which are captured in the Institute’s classification
system. Historically, Tier I first appeared in the early
1960s, Tier II in the 1970s, Tier I~ in the late 1980s
and early ’90s, and Tier IV in 1994. The Institute
participated in the development of Tier llI concepts and
pioneered in the creation of Tier IV. Tier IV electrical
power distribution systems were made possible, in
part, by Ken Brill, Executive Director of the Institute.
In 1991, he envisioued a future when all computer
hardware would come with dual power inputs. This
became US Patent 6,150,736. United Parcel Service’s
1994 Windward data center project was the first Tier IV
design. During construction of the Windward project,
United Parcel Service worked with IBM and other
computer hardware manufacturers to provide dual-
powered computer hardware1.

Tier IV technology requires having at least two completely
independent electrical systems. These dual systems supply
power through diverse power paths to the computer
equipment. This effectively moves the last point of electrical
redundancy from the Unintermptible Power Supply
(UPS) system downstream to a point inside the computer
hardware itself. Btill’s intuitive conclusion has since been
confinned by Institute research that has determined that
of the vast majority of site infrastructure electficai failures
occur between the UPS and the computer eqm~ment. Since
completion of the Windward project in 1994, System plus
Systems~ (S+S) Tier IV electrical designs have become
common and the number of computer devices with dual
inputs has grown dramatically. There are exact parallels in
the mechanical systems design.

The advent of dual-powered computer hardware
in tandem with Tier 1V electrical and mechanical
infrastructure is an example of site infrastructure design
and computer equipment design working together to
achieve higher availability. Even wittr the significant
improvements in computer hardware design made over
the past 10 years, many data centers constructed in the
last 5 years, and even today, claim Tier IV functionality,
but a~tually deliver only Tier I, II, or III. This constrains
their capability to match the availability required by
the information technology they support. The purpose
of this paper is to outline what it takes to consistently
meet the requirements of the different tier levels.

The Need for Third-Party Certification Is a
Growing Self-Preservation Requirement
In site infrastructure design and operation, the "devil
is in the details" and the truth about a particular design
topology will ultimately come out, but all too often after
the warranty period has expired. When this happens,
i( can be a career ending event. Forensic investigation
by the Institute into thousands of Abnormal Incidents
over the last 12 years indicates that at least five and
often seven interacting problems are required before a
downtime failure occurs. The database upon which this
~alysis is built is in unique in the world.

Increasingly, senior executives desire to have their
critical sites independently certified as being compliant
to the Tier standards. This provides a validation that
the technical details of what the designer designed and
the contractor built is actually what the owner wanted.
When project designers "self proclaim" a site meets a
certain tier level or capacity, it is all too often inaccurate
or only partly factual. The results can often be tragic
involving unnecessary downtime and tens of millions in
unforeseen npgrade expense.

Certification is a service performed by The Upfime
Institute, who is uniquely qualified to interpret and
apply the standards since the Institute created the
underlying technology concepts that allowed the
standards to develop in the first place. In addition, the
Institute also brings awareness of emerging downtime
problems and trends at least three to five years before
they are commonly recognized and addressed by the
rest of the industry.

Site Certification by The Uptime Institute involves two
separate, interrelated activities. The first is verification
of the design topology and how it complies with the
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Tier standards. The second phase is verification of site
sustainability. While a particular topology design may
meet the literal requirement of a Tier level, the lifecycle
effectiveness of that design may be extremely limiting
-- typically less than five years. Sustainability includes
site selection; lifecycle effectiveness of the design
topology and its transparent flexibility/scalability; ease
of use; staffing level and coverage, training, and skills
development; management procedures and processes;
metrics and dash~ooards; commissioning and maintenance
practices; and the integration of the site infrastructure with
the IT architecture. Human factors are important because
70% or more of all site failures involve people. Of these
failures, 2/3 are management error and 1/3 is human error.
Human sustainability factors will largely determine the
actual level of site availability achieved.

Previous Tier Level Information Is Now
Divided into "TIER PERFORMANCE
STANDARDS" and "COMMENTARY"
Sections
Responding to user questions and concerns, this white
paper has been updated where appropriate and reorganized
into two separate sections:
¯ The TIER PERFORMANCE STANDARDS are now in

a totally separate section, similar to many engineering
documents. The standards focus on the definitions of
the Tiers and the performance confirmation tests for
determining compliance to the definitions. These are
’absolute’ criteria. Performance is measured by outcome
confirmation tests and operational results. This is totally
different than a prescriptive approach or a specific list of
equipment not guaranteeing a performance outcome.

¯ The TIER COMMENTARY focuses on examples of
the various ways to design and configure each Tier. In
addition, the commentat7 section includes discussion and
examples to aid in Tier understanding and information
on common design topology failures. A comparison
table of typical Tier attributes, availability and cost are
provided. The commentary section also offers guidance
in the comprehension; design, implementation, and the
use of the Tier definitions.

Definition of Terms Used in the TIER
PERFORMANCE STANDARDS and TIER
COMMENTARY Sections
¯ Computer equipment: This is a broad phrase encompassing

all information technology equipment required at a data
center to perform the information processing work.
It includes servers, storage; network, and all other
information technology components.

¯ Redundant capacity components: The compone.nts
beyond the number of capacity units required to support
the computer equipment are referred to as redundant.

If one unit of capacity is required to support
the computer equipment, more than one unit of
capacity is installed. Terms such as N+I or N+2 are
commonly applied.

¯ Useable capacity: This is the maximum amount of
load that can be applied to the "N" level of capacity.
Typically, the maximum amount of useable load is
less than the non-redundant capacity to allow for
component agii~g, installation errors, and to provide
a contingency for unexpected demands.

¯ Useable capacity: This is the maximum amount of
load that can be applied to the "N" level of capacity.
Typically, the maximum amount of useable load is
less than the non-redundant capacity to allow for
component aging, installation errors, and to provide
a contingency for unexpected demands.

¯ Site infrastmctare: This comprises all of the site
facility that includes the central plant plus the
equipment that supports the power and cooling in
the computer room. It is important to remember that
a typical data center site is composed of at least 20
major mechanical, electrical, fire protection security
and other systems. Each has additional subsystems
and components.

¯ Fault tolerant: This means that a system can sustain
a worst case, unplanned event and not disrupt the
end user. The fault tolerant concept originated
in the IT environment, tn the site infrastructure
world, it means that the computer equipment will
not be impacted by a facility failure. This requires
multiple sources and multiple distribution paths so
a failure on one source or path does not impact the
other. This also requires use of computer equipment
that meets the lnstitute’s Fault Tolerant Compliant
Power Specification. Computer equipment that
does not meet that specification requires additional
components~ such as a point-of-use switch. During
site infrastructure maintenance activity, the risk of
disruption may be elevated.

¯ Concurrent maintainability: Originally, this was also
an IT term. It means any work can be performed on
a planned basis without impacting the end user. In
the site infrastructure world, this means that ANY
capacity component Or distribution element can be
repaired, replaced, serviced, tested, etc., without
impacting the computer equipment.

TIER PERFORMANCE STANDARD

Tier h Basic Site Infrastructure
The fundan~ental requirement
¯ ATier I basic data center has non-redundant capacity

components and single non-redundant path distribution
paths serving the site’s computer equipment.
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The performance confirmation test(s)
¯ Any capacity component or distribution path failure

will impact the computer systems.
¯ Planned work will require most or all of the systems

to be shut down, impacting the computer systems.

The operational impact
¯ The site is susceptible to disruption fromboth planned

and unplanned activities.
¯ The siteinfrastmcture must be completaly shut down on

an annual basis to safely perform necessary preventive
maintenance and repair work. Urgent situations may
require more frequent shutdowns. Failure to perform
this maintenance work increases the risk of unplanned
disruption as well as the severity of the consequential
failure.

¯ Operation errors or spontaneous failures of site
infrastructure components will cause a data center
disruption.

Tier I1: Redundant Capacity Components
Site Infrastructure
The fundamental requirement
¯ ATier II data center has redundant capacity components

and single non-redundant distribution paths serving the
site’s computer equipment.

The performance confirmation test(s)
¯ A capacity component failure may impact the computer

equipment.
¯ A distribution path failure will cause the computer

equipment to shut down,

The operational impact
¯ The site is susceptible to disruption from both planned

activities and unplanned events.
¯ Redundant UPS modules and engine generators are

required.
¯ The site infrastructure must be completely shut down

on an annual basis to safely perform preventive
maintenance and repair work. Urgent situations
may require more frequent shutdowns. Failure to
perform this maintenance work increases the risk
of unplanned disruption as well as the severity of
the consequential failure.

¯ Operation errors or spontaneous failures of site
infrastructure components may cause a data center
disruption.

Tier II1: Concurrently Maintainable Site
Infrastructure
The fundamental requirement
¯ A concurrently maintainable data center has redundant

capacity components and multiple distribution paths

serving the site’s computer equipment. Generally, only
one distribution path serves the computer equipment at
any time.

The performance confirmation test
¯ Each and every capacity component and element of

the distribution paths can be removed from service on
a planned basis without causing any of the computer
equipment to be shut down.

The operational impact
¯ The site is susceptible to disruption from unplanned

activities.
¯ Planned site infrastructure maintenance can be

performed by using the redundant capacity components
and distribution paths to safely work on the remaining
equipment.

¯ In order to establish c0nctm’ent maintainability of the
critical power distribution system between the UPS
and the computer equipment, Tier lYI sites require all
computer hardware have dual power inputs as defined
by the Institute’s Fault Tolerant Power Compliance
Specifications Version 2. This document can be found
at http://www.upsite.com/TUIpages/tuifault_spec_2-
0.htmL Devices such as point-of-use switches nmst
be incorporated for computer equipment that does not
meet this specification.

¯ During maintenance activities, the risk of disruption
may be elevated.

¯ Operation errors or spontaneous failures of site
infrastructure components may cause a data center
disruption.

Tier IV: Fault Tolerant Site Infrastructure
The fundamental requirement
¯ A fault tolerant data center has rgdundant capacity

systems and multiple distribution paths simultaneously
serving the site’s computer equipment.

¯ All IT equipment is dual powered and installed
properly to be compatible ~d th the topology of the site’s
architecture.

The performance confirmation test(s)
¯ A singIe worst-ease failure of any capacity system,

capacity component or distribution element will not
impact the computer equipment.

¯ Each and every capacity component and element of
the distribution paths must be able to be removed from
service on a planned basis without causing any of the
computers to be shut down.

¯ In order to establish fault tolerance and concurrent
maintainability of the critical power distribution system
bev,veen the UPS and the computer equipment, Tier 1V
sites require all computer hardware have dual power
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inputs as defined by the Institute’s Fault Tolerant Power
Compliance Specifications Version 2. This document
can be found at http://www.upsite, corrgTUIpages/
tuifanlt_spec_2-0.html. Devices such as point-of-use
switches must be incorporated for computer equipment
that does not meet this specification.

¯ Complementary systems and distribution paths must
be physically separated (compartmentalized) to
prevent any single event from impacting both systems
or paths simultaneously,

The operational impact
¯ The site is not susceptible to dismpfion from a single

unplanned worst-case event.
¯ The site in not susceptible to disruption from any

planned work activities.
¯ The site infrastructure maintenance can be performed by

using the ~dundant capacity components and distribution
paths to safely work on the remaining equipment.

¯ During maintenance activities, the risk of disruption
may be elevated,

¯ Operation of the fire alarm, fire suppression, or the
emergency power off (EPO) feature may cause a data
center disruption.

Determining a Site’s Tier Rating for
Design Topology
Determin!ng a site’s actual Tier rating for design topology
is not a complicated proces~, although it is one that is
rarely done correctly. Figure 1 graphically illustrates
the tier performance standards. For discussion of the
standards, see the following commentary section.

Simply put, the Tier rating for an entire site is limited
m the rating of the weakest subsystem that will impact
site operation. For example, a site with a robust Tier/57
UPS configuration combined with a Tier lI chilled water
system will yield a Tier 1] site rafing.

This is driven by the need to manage perception in senior
management, as well as m factuaily report actua! site
capabilities. If a site is advertised within an orgahization
as being fault tolerant and concurrently maintainable
(Tier IV), it is intolerable to shut the site down at any
time in the furore regardless of what subsystem may
have required the shut down.

There are no partial or fmcdonai Tier ratings. The site’s
Tier rating is not the average of the ratings for the 16
critical site infrastructure subsystems. The site’s tier rating
is the LOWEST of the individual subsystem ratings.

Similarly, the "Tier" cannot be imputed by using
calculated Mean Time Between Failure (MTBF)
component statistical reliability to generate a predictive
availability and then using thai number to "’match"
the actual measured availability results shown later in
Figure 2. Even if statistically valid component values
existed (and they don’t because product life cycles are
getting shorter and shorter and no independent, industry-
wide database exists m collect failures), this approach
fails to include people which consistently are involved in
70% of all site failures A calculated relial~flity of 0.9999
which ignores human interaction does NOT define a site
as being Tier IV. The only ~vay to deter~ne Tier Level is to

Figure 1:
Performance Standards by Tier Level

Tier Requirement Tier I Tier II Tier III Tier IV

Source System System System System + System

System Component N N+I N+I Minimum of N+I
Redundancy

Distribution Paths 1 1 1 normal and 2 simultaneously active
1 alternate

Compartmentalization No No No Yes

Concurrently Maintainable No No Yea Yes

Fault Tolerance No No No Yes

(single event)
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objectively determine a site’s ability to respond to planned
and unplanned events.

TIER COMMENTARY

The Institute’s STANDARDS Are
Outcome Based
The requirements used in the Inst#ute’s Tier Performhnce
Standard are necessarily and intentionally very broad to
allow ianovation in achieving the desired level of site
infrastructXtre performance, or upth’ne. The individual
Tiers represent categories of site infrestmcmre topology
that address increasingly sophisticated operating concepts,
leading to increased site infrastructure availability. The
performance outcomes defining the four Tiers of site
infrastructure are very straight forward. Recent initiatives
by several groups to replace the I~st#ute’s Tier concepts
with component counts and checklists has lost focus that
ultimately counts is uptime performance. Most designs
that will pass a checklist approach will absolutely fail a
performance requirements approach. What this means is
that there is still considerable "art" to the science of uptime
and how sub-systems are integrated (or not integrated).

Tier Functionality Progression
Tier I solutions acknowledge the owner/operator’s desire
for dedicated site infrasWacture to support IT systems.
Tier I infrastructure provides an improved environment
dompared to an office setting and includes: a dedicated
space for IT systems; a UPS to filter power spikes, sags
and momentary outages; dedicated cooling equipment
that won’t get shut down at the end of normal office
hours; and an engine generator to protect IT functions
from extended power outages.

Tier H solutions include redundant critical po~ver and
cooling capacity components to provide an increased
margin of safety against IT process disruptions from
site infrastructure equipment failures. The redundant
components are typically an extra IYPS modules, cooling
units, chillers, pumps, and engine generators. Loss of
the capacity component may be due malfunction or to
normal maintenance.

Owners who select Tier I and Tier II solutions to
~upport current IT technology are typically seeking
a solution to short-term requirements. Both Tier I and
Tier II are taciical solutions, usually driven by first-cost
and time-to-market more so than life cycle cost and
uptime (or availability) requirements. Rigorous uptime
requirements and long-term viabi!ity usually lead to
the strategic solutions found in Tier III and Tier IV site

infrastructure. Tier I]1 and Tier 1V site infrastmcture
solutions have an effective life beyond the current IT
requirement. Strategic site infrastructure solutions
enable the owner to make strategic business decisions
c0nceming growth and technology, unconstrained by
current site infrastructure topology.

Tier 11I site infrastructure adds the concept of concurrent
maintenance to Tier I and Tier ]I solutions. Concurrent
maintenance means that any component necessary to
support the IT processing envh"ortment can be maintained
without impact on the 1T environment. The effect on the
site infrastructure topology is that a redundant delivery
path for power and cooling is added to the redundant
critical components of Tier 1I. Maintenance allows the
equipment and distribution paths to be returned to "like
new" condition on a frequent and regular basis. Thus, the
system will reliably and predictably perform as originally
intended. Moreover, the ability to concurrently allow
site infrastructure maintenance and IT operation requires
that any and every system or component that supports IT
operations must be able to be taken offline for scheduled
maintenance without impact on the IT env’tronment,
This concept extends to important subsystems such as
control systems for the mechanical plant, start systems
for engine generators, EPO controls, power sources for
cooling equipment and pumps, and others.

Tier IV site infrastructure builds on Tier I]1, adding
the concept of fault tolerance to the site infrastructure
topology. Just like concurrent maintenance concepts,
fault tolerance extends to any and every system or
component ~hat supports IT operations. Tier IV considers
that any one of these systems or components may fail or
experience an unscheduled outage at any time. While
the Tier IV definition is limited to considemtion of a
single system failure, Tier IV requires that the efrect of
such a failure is considered on other site infrastructure
systems and components. For example, the loss of a
single switchboard will affect the operation of all the
equipment fed from that switchboard: UPS systems,
computer room cooling equipment, controls, etc.

The progressive nature of functionality from Tier I
through Tier II and Tier III to Tier IV is demonstrated
in the schematic illustrations found at the end of this
paper. The examples show the addition of components
and distribution paths, as described above. Although
the illustrations shown are not recommended design
solutions for any particular set of requirements, the
four electrical topologies are ilhistrative of the Tier
classification concepts. Mechanical system functionally
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progresses through the increasing Tiers similarly. Consistent,
across-the-board application of Tier concepts for electrical,
mechanical, automation and other subsystems is absolutely
requited for any site to satisfy the Tier standards.

Over the last few years, site infrastructure has been
occasionally described by others in the industry in terms
of fractional tiers (i.e. Tier 2.5), or incremental Tiers (Tier
117 +, or Enhanced Tier III, or Tier IV light). Fractional
or incremental descriptions for site infrastructure are
not appropriate. A site that has an extra UPS module,
but needs all the installed computer room air handlers
running to keep the UPS room temperature within lhrfits
does not meet site redundancy requirements for Tier II. A
switchboard that cannot be shutdown without affecting
more than the redundant number of secondary chilled
water pumps is not concurrently maintainable (Tier lB).

IT Availability Success Is Dependent upon
Successful, Fully Integrated Operation of
All Site Infrastructure Systems
The Tier classifications were created to consistently
describe the site-level infrastructure required to sustain
data center operations, not the characteristics of individual
systems or snb-systems. Data centers are dependent
upon the successful operation of over 16 separate site
infrastructure subsystems. Every subsystem and system
must be consistently deployed with the same site uptime
objective to satisfy the distinctive Tier requirements.
The most critical perspective owners and designers must
consider in making tradeoffs is what impact the decision
has on the integrated impact of the site infrastructure on
the IT environment in the computer room.

The Insiitute has measured the actual availability, o~"
performance, of 16 data centers having site iaffastmcture
topologies meeting the four Tier definitions and has has
established availability values representative of each
classification. In practice, representative site availability,
stated as apercentageof annual operating time, is associated
with each of the Institute’s standard Tier classifications.
These empirically determined values include sustainability
and human factors over aperiod of up to 10 years with uptime
measured from the perspective of the IT client’s operations
in the computer morn. This "real world" site avalIability is
stdldngly different than the pmbabiilty of system failure
that is often calculated using values from the Institute of
Electrical and Electronics Engineer~ (IEEE) Gold Book
for rtcommended practices for reliable power systems or
guidelines from the IEEE Orange Book for emergency
and standby power. A representative site infrastructure
availability of 99.95% (about 4.4 hours of"downtime" per

year) is not equivalent to a statistical rehabifity of 0.9995 (1
in 2,000 chance of a failure). Similarly, as outlined earfiar, a
calculated statistical reliabifity of 0.9995 does not indicate a
site is ’"tetter than Tier lB."

The Institute defines site availability from the
perspective of a user of IT. Any site incident or event
that affects information availability as experience by
end users detracts from site infrastructure availability.
The site downtime clock starts running from the
moment IT operations were first affected until they are
fully restored. Thus, site downtime is not the 15 seconds
of a utility power failure, but the total time users were
down until IT availability was restored. For Tier I and.
Tier II topologies, downtime for site infrastructure
m~intenance (which includes the time to bring IT
systems down, perform the site maintenancE, and
restore IT availability) typically has a bigger availability
impact than a UPS system failure. Based on operating
experience of monitored sites, the typical maintenance
outage at Tier I and Tier II sites is 12 hours. The time for
IT to recover from a typical outage such as momentary
power loss is 4 hours at sites of any tier.

Tier 1 sites typically experience two separate 12-hour,
site-wide shutdowns per year for maintenance or repair
work. In addition, on average, across multiple sites
and over a number of years, Tier I sites experience 1.2
equipment or distribution failures each year. The annual
impact of maintenance and unplanned outages is 28:8
hours per year, or 99.67% availability.

Operations experience shows that, on average, Tier 11
sites schedule three maintenance windows over a 2-year
period and have one unplanned outage each year. The
redundant components of Tier 11 topology provide some
maintenance opportunity leading to just one site-wide
shutdown each year, and reduce the number of equipment
failures that affect the IT operations environment. The
annual impact of maintenance and unplanned outages is
22 hours per year, or 99.75% availability.

Tier 11I topology is concurrently maintainable, so annual
maintenance shutdowns are not required, which allows
an aggressive maintenance program improving overall
equipment performance. Experience in actual data
centers show that operating better maintained systems
reduces unplanned failures to a 4-hour event every 2.5
years, or 1.6 hours on an annual basis. Tier llI sites
demonstrate 99.98% availability.
Tier IV provides robust, fault tolerant site infrastructure,
so that facility events affecting the raised floor are
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empirically reduced to one 4-hour event in a 5-year
operating period, or 0.8 hours on an annual basis. Individual
eqnipment failures or distribution path interruptions may
still occur, but the effects of the events are stopped short of
the rf operations environment. Tier IV sites consistently
demonstrate 99.99% availability.

The representative availability percentages are a
characteristic of the operating experience of multiple sites
within each Tier classification. A site with a measured
infrastructure availability of 99.90%--midway between
Tier II (99.75%) and Tier III (99,98 %)--has an operating
experience consistent with sites having Tier II topology,
but does not achieve the availability of Tier III sites.
Availability does not determine the Tier classification.
.Even more importantly, infrastructure with a statistical
probabfiity of failure of 0.9990 cannot be represented as
a ’Tier 2.5’ site, since the impact of the failure on overall
availability is not represented by the likelihood of a
system failure.

Independent of site infrastructure experience, IT
organizations often describe data center availability
objectives as Five Nines, or 99.999% Of uptime. This
is a very aggressive goal, especially if compared to the
observed consequences of a single site outage. While the
site outage is assumed to be promptly restored (which
requires "24 by forever" staffing), it can still require up
to 4 hours for IT to recover information avai!ability and
restore end user’ functionality, even if the likelihood of a
data base corruption or a server power supply failure are
set aside. In reality, facility failures often reveal previously
unknown IT architecture, hardware, or software issues.

If a momentary power outage results in a 4-hour end-
user disruption, how relevant is an objective of 99.999%
availability? Based on a single site outage of 4 hours, it will
take 45.6 years of 100% uptime to restore cumulative site
availability back to the 99.999% objective. (4 hours x 60
minutes an hour + 5.26 minutes per year = 45.6 years.)

Even a fault tolerant and concurrently maintainable Tier
IV site will not satisfy an IT requirement of Five Nines
(99.999%) uptime. The best a Tier IV site hope for 100%
uptime for a string of muItiple years. Figure 2 of Typical
Tier Attributes uses 99.995% for representative Tier IV
site availability, but this assumes a site outage occurs not
more than once every 5 years. With a properly designed
Tier IV configuratiola, the single event exposures that
can result in a site failure are the results of a fire alarm
or the unintended operation of the EPO feature. Only
the top 10 percent of Tier IV sites will achieve this

level of performance. Unless human a~tivity issues are
continually and rigorously addressed, at least one failure
is likely over 5 years.

Typical Tier Attributes
Tier I sites havetheir roots in the mainframe environments
of the 1970s. Tier IV became possible with the advent of
dual-powered computers in the 1990s. Tier 1/and Tier [12
faoilities were widespread in the 1980s; Tier 13ff is the most
common site infrastructure currently being implemented
although most are designed for futare transparent upgrade
to Tier IV. Most o~vners find it fairly difficuIt to upgrade
by more than one tier level from what they previously had.
A responsible approach to site infrastructure investment is
to understand clearly the availability objectives necessary
to support the owner’s current and future business
requirements, then to consistently design, build, and
operate the site to conform to those needs.

The following chart (Figure 2) depicts various attributes
commonly associated with a particular Tier classification,
but the attributes are not requLrements of the Tier
definitions. For example, the presence of a raised floor
or any particular floor height are not criteria for any Tier.
(The recommended height of raised floors, when used, is
most directly correlated to power density.)

Integration of IT Architecture and
Topology with Site Architecture and
Topology Helps to Ensure Achieving
Uptime Objectives
There are many opportanities within the Information
Technology architecture to reduce or mininfize the
impacts of these unfortunate site infrastructure failures.
These steps may include placing the redundant parts of
the IT computing infrastructure in compartments served
by different site infrastructure systems so that a single
event cannot simultaneously affect all IT systems. Another
alternative is focusing special effort on business-critical
and mission-critical applications so they do not require 4
hours to restore. These operational issues can improve the
availability offered by any data center and are particularly
important in a "Four Nines" data center housing IT
equipment that requires "Five Nines" availabfiity.

The four Tier Standard classifications address topology,
or configuration, of site infrastructure, rather than a
prescriptive list of components, to achieve a desired
operational outcome. For example, the same number

- of chi!lers and UPS modu!es can be arranged on single
power and cooling distribution paths resulting in a Tier 1I
tRedundant Components) solution, or on two distribution



"[he Uptime Institute
T~er Classifications Define Site
Infrastructure performance

Figure 2:
Typical Tier Attributes

Tier I Tier II Tier III Tier IV

Building Type Tenant Tenant Stand-alone Stand-alone

Staffing None 1 Shift 1 +Shifts "24 by Forever"

Useable for Critical 100%N 100% N 9O% N 9O% N
Load

initial Build-out Gross 20-30 40-50 40-60 50-80
Watts per Square Foot
0N/ft2) (typical)

Ultimate Gross W/ft2 20-30 40-50 100-150~.~,~ 150+1,2

(typical)

Class A Uninterruptible No No Maybe Yes

Cooling

Support Space to 20% 30% 80-90+% 100+%
Raised Floor Ratio

Raised Floor Height 1 2~ 30-36"2 30-36"2

(typical)

Floor Loading Ibs/ft2 100 150 150+
(typicaD

Utility Voltage (typical) 208,480 208,480 12-15kW 12-15 kV2

Single Points-of- Many + human Many + human Some + human None + fire and EPO
--ailure error error error

Annual Site Caused IT 28.8 hours 22.0 hours 1:6 hours 0.8 hours’
3owntime (actual field
data)

Representative Site 99.67% 99.75% 99.98% 99.99%
Availability

Typical Months to 3 3-6 15-20 15-20
Implement

Year first deployed 1965 1970 1985 1995

;onstruction Cost (+

Raised Floor $220/ft= $220/ft2 $220/ft~ $220/ft2

Useable UPS Output $10,000/kW $11,000/kW $20,000!kW $22,000/kW

1 100 W/ft~ maximum for air-cooling over large areas, water or alternate cooling methods greater than 100 W/ft2 (added cost excluded).
2 Greater W/f~ densities require greater support space (100% at 100 W/ft2 and up to 2 or more times at greater densities}, higher raised
f oor, and, if required over large areas medium voltage service entrance.
3 Excludes land; unique architectural requirements, permits and other fees; interest; and abnormal civil costs. These can be several
million dollars. Assumes minimum of 15,000 ft= of raised floor, architecturaily plain, one-story building, with power backbone sized to
achieve ultimate capaci[y with installation of additional components or systems. Make adjustments for NYO, Chicago, and other high
cost areas.
4 Costs are based on 2005 data. Future year costs should be adjusted usifigENR indexes.
5 See Institute White Paper entitled Dollars per kW plus Dollars per Square Fo~t Is a Better D~ta Center Cost Model tha~ Dollars per

Square FootAIone for additional information on this cost model,
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paths that may result in a Tier 11I (Concurrendy
Maintainable) solution. Compare the Tier 1][ and Tier
diagrams at the end of this paper. Both topologies contain
the same N+I capacity redundancy for engine generators
and UPS modules, but the alternate disMbution paths
define the Tier III example.

Applying the Standards
The Tier Performance Standard provides objective
criteria to consistently evaluate the implementation of
the selected operational concepts in a design or existing
site infrastructure. The standard does not direct the
specific design solution or technology the Owner or
design team must use to reach the site performance
objective. Owners are free to choose any number of
UPS configuratigns, products, or manufactures--as
long as the result can meet the target Tier classification.
Moreover, the use of static or rotary UPS systems,
fuel cell technologies, direct expausion cooling, or
air or water cooled chillers are left to the owner. The
Tier .Standards have attained wide acceptance because
they allow the owner to include such concerns as first
cost, operations complexity, and product availability
as appropriate, while still focusing on the desired
operational outcome of the completed facility.

In addition to availability, other owner requirements
must be addressed in infrastructure design. Protection
0f d~ta or physical assets iS independent of the site
infrastructure Tier classification. The increasing power
densities of IT equipment required other considerations
than the redundancy in the power and cooling systems.
Project elements like video surveillance and gaseous
fire suppression are frequently necessary to meet
an owner’s regulatory or insurance requirements,
completely separate from IT availability objectives. The
key understanding required for a successful data center
operation is to differentiate between Tier Performance
Standard criteria, owner risk and cost tolerance, and
Industry Best Practices.

Consideration of cost, risk tolerance, and Best Practices
clearly point to a wider number of site infrastructure
characteristics than Tier cIassification, alone. Experience
with the Tier Standard since its inception indicates that
Sustainability characteristics become an important
factor over time. Investments in Sustainability
characteristics account for much of the variance within
individual Tier solutions, often leading to increased
availability. TypicaIly, Sustainability characteristics
decrease the cost or risk of completing maintenance, or

speed the recovery from site infrastructure incidents.
Less qostly and less risky maintenance means the
work is more likely to be completed, keeping the
equipment in better condition and calibration. More
operations-centric designs make operations easier,
so fewer mistakes are made.

Illustrative Examples
Some examples can illustrate ~ite infrastructure
characteristics that impact sustainability, while not
affecting the overall Tier classification of the solution.

¯ A topology that can switch the power source
for all mechanical components so they continue
running when any electrical panel is shut down
eliminates an operations constraint to maintenance.
Procedures that require critical cooling equipment
to be shut down during recurring electrical system
maintenance may not be allowed if another chiller
is out of service for repairs, Missed maintenance
leads to decreased reliability.

¯ A design that mounts critical components in difficult
to reach areas or Iimits access space in the central
plant may increase the time r~quired to maintain
important systems. The increased time window may
eliminate the ability to schedule the maintenance
activity.

¯ Installing engine generators and switchgear inside
the facility (with adequate access space) eliminates
the effects of weather and time-of-day on safe
maintenance and repair activities.

I In order to improve stabifity, the combined load on a
critical system is often limited to 90% of non-redundant
nameplate over a sustained period of time.

¯ Compartmentalization, a Tier IV requirement,
provides benefits for Tier III sites. The effects
of evacuation requirements for areas affected by
refrigerant leaks can be limited to the number of
redundant chillers by careful CompartmentaIization.
Chillers that are necessary to keep the computer
room cool can continue to operate while those in a
separate compartment are shut down to purge the
refrigerant.

¯ ComparWnentalization of the primary and maintenance
electricai distribution paths also provides a major
advantage to a site. If an arc flash or electrical fire
(an "unplanned event") occurred in a Tier lII site, the
site could be disrupted. However, if the maintenance
path is physically separated from the normal path,
compartmentalization would permit the site to
rapidly recover on a power path through a completely
different space than where the fire occurred.

~0
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Each Industry Has a Unique Uptime
Need Driving the Site Infrastructure Tier
Level Required
After careful alignment of 1T availability objectives with
site infrastructure performance expectations, an informed
company may select a site representing any of the Tier
classifications. Some considerations for selecting an
appropriate site infrasWacture Tier are:

Tier I is appropriate for firms such as
¯ Small businesses where information technology

primarily enhances internal business process
¯ Companieswhoprincipaluseofa "web-preseane"is

as a passive marketing tool
¯ Interact-based startup companies without quality of

servtce commitments

These companies typically do not have an established
revenue stream or identifiable financial impact of
disruption due to data center failure. Sometimes
companies with an established revenue steam will select
Tier I topology because their applications have a low
availability requirement, such as only during a 5.5-
day bustness week. Other companies may select Tier
I topology if they plan to abandon the site ~vhan the
business requirements exceed the Tier I functionality.

Tier II is appropriate for firms such as
¯ Internet-based companies without serious financial

penalties for quality ofservme commitments
¯ Small businesses whose information technology

requixements are mostly limited to traditional normal
business hours, allowing system shutdown during
"off-hours"

¯ Commercial research and development firms, such
as software, who do not typically have "on-line" or
"real-time" service delivery obligations

These compames typically do not depend on real-time
delivery of products or services for a significant part of
their revenue stream, or are contractually protected from
damages due to lack of system availability. Occasionally
companies will select Tier 1I infrastructure if they have
becomeburdened with impacts due to nuisance equipment
outages associated with Tier I sties. A large number of
institutional and educational organizations select Tier II
infrastranture because there is no meaningful impact of
disruption due to data center failure. Some companies
have successfully used Tier ]I infrastructure to provide
off-site electronic vaulting for offline data,

Typical applications for Tier I]I facilities are
¯ Companies that suppor~ internal and external clients

24x7 such as service centers and help desks, but
can schedule short periods when limited service is
acceptable

¯ Businesses whose information technology resources
support automated business processes, so client
impacts of system shutdowns is manageable

¯ Companies spanning multiple time zones with clients
and employees spanning regional areas

Companies selecting Tier 1II infrastructure usually have
high-availability requirements for ongoing business, or
have identified a significant cost of disruption due to
a planned data center shutdown. These companies are
willing to accept the impact of disruption risk of an
unplanned event. However. Tier III is appropriate for
companies who expect the functionality requirements m
increase over time and do not want to abandon the data
center. Sometimes, these companies design a Tier Ill site
to be upgraded to Tier IV.

Tier IV is justified most often for
¯ Companies with an international market presence

delivering 24x365 services in a highly competitive
client-facing market space

¯ Businesses based on E-commerce. market transactions,
or financial settlement processes

¯ Large, global companies spanning multiple time
zones where client access to applications and
employee exploitation of information technology is
a competitive advantage

Companies who have extremely high-availability
requirements for ongoing business, or for whom
there i~ a profound cost of disruption due to any data
center shutdown, select Tier IV site infrastructure.
These companies will know the cost of a disruption.
usually in terms of both actual dollar costs and impact
to market share. The cost of disruption makes the case
for investment in high availability infrastructure a clear
business advantage.
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Making the Appropriate Tier Selection
Should Be Based on Business
Requirements
Selecting the site infrastructure solution based on the
availability objectives required to sustain ~vell-defined
business processes ~vith substantial financial consequences
for downtime provides the best foundation for investment
in data center facilities. Tl~e owners’ focus during the data
center design and delivery process should be the consistent
application of the Tier Performance Standard, rather than
allow’rag recurring debate over every characteristic or
attribute that makes up the data center’s site infrastructure.

Including criteria from a higher Tier classification,
or an attribute leading to increased availability, does
not increase the overall Tier classification. Moreover,
deviation from the Tier standard in any subsystem
will prevent a site from classification at that Tier. For
example, a UPS system patterned after a Tier IV system
within a site featuring a Tier ~ power distribution
backbone will yield a Tier II site. The most significant
deviations from the Tier Standard found in most sites
can be summarized ai inconsistent solutions.

Frequently, a site will have a robust fault tolerant
electrical system patterned after a Tier 1V solution,
but utilize a Tier I/ mechanical system that cannot
be maintained without interrupting computer room
operations, This r~sults in the overall site achieving a
Tier H rating, Most often the mechanical system fails
concurrent maintenance criteria because of inadequate
isolation valves in the chilled water distribution path.

Another common oversight is the effect of shutting
down electrical panels on the mechanical system the
panel feeds. If more than the redundant number of
chillers, ~owers, or pumps is de-energized for electrical
maintenance, computer room cooling is impacted.

Occasionally, electrical systems fail to achieve Tier Ill or
Tier IV critetia due to the UPS po~ver distribution path.
Topologies that include static ~ransfer switches that cannot
be maintained without affecting computer room power, fail
the concurrent maintenance critetia. UPS configumdons
that utilize common input or output switchgear are aImost
always often unmaintainable without computer room
outages and fail the Tier 11I requirements even after
spending many hundreds of thousands of dollars.

Consistent application of standards is necessary
to have an integrated solution for a specific data
center. It is clear that the IT organization invests
heavily in the features offered by newer computer
equipment technology. Often, as the electrical and
mechanical infrastructures are defined, and the
facility operations are established, there is a growing
degree of inconsistency in the solutions incorporated
in a site. As shown in Figure 3, each segment must be
integrated to deliver the overall data center solution.
An investment in one segment must be met with a
similar investment in each of the other segments if any
of the elements in the combined solution are to have
effect on IT availability. A well-executed data center
master plan or strategy should consistently resolve the
entire spectrum of IT and facility requirements.

Figure 3:
Comparing IT Solutions for Reliability, Availability, and Serviceability to Site Infrastructure

Information
Techno!ogy

Electrical
Infrastructure

Mechanical
Infrastructure

Facility
Operations
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Lifecycle Planning
It is disappointing to observe brand new sites that
received very tittle thought during initial design to future
operations. Valves were located in inaccessible places,
the access path for the addition of future components was
not thought out, or sufficient capacity to simultaneously
test new systems while sustaining the critical load was
not provided. These details could hhve been addressed
for no additional cost during design. This failure limits
both investment value and site performance right from
its initial occupancy. A more sustainable site will project
future requirements and anticipate them during the initial
design and construction.

Sites should be designed to anticipate increasing power
requirements and tier levels. These sites provide future
locations for necessary site infrastructure equipment as
well as a planned means to commission them and then
connect them transparently to,operational systems.

Institute Site Topology and
SustainabJlity Certification
The Institute exclusively reserves the right to determine
Tier ranking and to certify sites ~s meeting Tier
requirements as summarily described in this white paper.
This comprehensive process involves additional criteria
beyond the information provided herein. The process
is similar to that used for ISO 900X certification. The
ISO standard is set and maintained by the International
Standards Organization who trains and certifies field
inspection agencies in different parts of the world. These
field inspectors inspect and validate conformance to the
ISO standard before certification is granted for a limited
time period. The Institute has licensed ComputerSite
Engineering Inc., a separate but related company,
m perform inspection and validation utilizing the
Instimte "s Tier Performance Standards and the Institute’s
comprehensive database of emerging industry problems
and best design practices. Sites reviewed and certified
by the lnsdtute can be seen at wvw.uptimeinstimte.org/
tui_cerfification.html.

Conclusion
Data center owners have the responsibility to determine
what Tier of functionality is appropriate or required for
their sites, As such, it is a business decision to determine
the Tier necessary to support site availability objectives.
Part of this decision is to balance the IT operational
practices with the facility practices that support the IT
world. Once selected, however, the desired Tier should
be Uniformiy implemented.
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The Uptirne Institute
Tier Classifications Define Site

Illustrative Electrical System Topology - Tier I

Note: This diagram illustrates basic Tier I electrical distribution concepts. This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set of requirements.

Site certification requires consistent application of Tier concepts to all 16 critical
subsystems that comprise data center site infrastructure.
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The Uptime Institute
T~er Classifications Define Site
Infrastructure Performance

Illustrative Electrical System Topology - Tier II

Note: This diagram illustrates a basic Tier II electrical distribution concept. This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set of requirements.

Site certification requires consistent application of Tier concepts to all 16 critical
subsystems that comprise data center site infrastructure.
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~
1"he Uptime Institute
~er Classifications Define Site
Infrastructure Performance

Illustrative Electrical System Topology - Tier III

Note: This diagram illustrates a Tier III electrical distribution concept, This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set of requirements.

Site certification requires consistent application of Tier concepts to all 16 critical
subsystems that comprise data center site infrastructure.
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The Uptirne Institute
]3er Olassifications Define Site
Infrastructure Performance

Illustrative Electrical System Topology - Tier IV

Note: This diagram illustrates a Tier IV electrical distribution concept. This
diagram shall not be interpreted to represent a standard or compliant electrical
system topology, or a solution fulfilling any particular set of requirements,

Site certification requires consistent application of Tier concepts to all 16 critical
subsystems that comprise data center site infrastructure.
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Appendix B
Department of Justice

Minimum Security Standards for Federal Facilities

The following table lists a summary of the security standards for obta’ming certification for the
various Department of Justice (DOJ) Facility Security Levels.
Legend:
Minimum Standard = M
Standard based on facility evaluation = F
Desirable = G
Not Applicable = N/A

Level of security
Perimeter Security

Control of facility parking G G M M M

Control of adjacent parking G G G F F

Avoid leases in which parking cannot be controlled G G G G G

Leases should provide security control for adjacent
parking G G G G G

Post signs and arrange for towing unauthorized vehicles F F M M M

ID system and procedures for authorized parking (placard,
decal, card key, etc.) .... G M M M

Adequate lighting for parking areas G G M M M

91o~d cirFH!~t_tele~n (C~) monitoring

CCTV surveillance cameras with time lapse video
recording G F F

Post signs advising of 24 hour video surveillance G F F M M

.,~,ig ht~n,g

Physical barriers

Extend physical perimeter with concrete and/or steel
barriers N/A N/A G F F

Parking barriers N/A N/A G F F

Legend:
.Minimum standard = M Standard based on facility evaluation = F
Desirable = G Not applicable = N/A
Source: Vulnerability Assessment of Federal Facilities, Department of Justice, June 28; 1995.



I         Level of security
Entry ~uri~y : .......................... ~ i ii    Iii .... iV v

~<~.~iving/S hipping ..................

Review receiving/shipping procedures (current) M M M M M

Implement receiving/shipping procedures (modified) G F M M M

Access control

Evaluate facility for security guard requirements G F M M M

Security guard patrol G G F F F

Intrusion detection system with central monitoring G F M M M
capability

Upgrade to current life safety standards (fire detection, fire M M M M M
suppression systems, etc.)

Entrances/Exits

X-ray and magnetometer at public entrances

Require x-ray screening of all mail/packages

Peepholes

Intercom F F N/A

Entry control with CCTV and door strikes G F N/A

High security locks M M M

Legend:
Minimum standard = M Standard based on facility evaluation = F
Desirable = G Not applicable = N/A
Source: ViJInerability Assessment of Federal Facilities, Department of Justice, June 28, 1995.



Level of eecurity
Interior Security I ~ II ~ III ~ IV ] V
~m.~l~ye~0r i~!fi~ati~ ~ ........... , , ....

Agency photo ID for all personnel displayed at all times N/A G F M M

Visitor control/screening system G M M M M

Visitor identification accountability system N/A G F M M

Establish ID issuing authority F F F M M

Utilities

Preventunauthorizedaccesstoutilityareas F .1F M 1M I M

Provide emergency power to critical systems (alarm M M M M Msystems, radio communications, computer facitities, etc.)

~_~P~t~ e.~P.r~g e n c~p! ~a ~ ....................................................................................................................................................
Ēxamine occupant emergency plans (OEP) and M M M M Mcontingency procedures based on threats

OEPs in place, updated annually, periodic testing exercise M M M M M

Assign & train OEP officials (assignment based on largest
M M M M Mtenant in facility)

Annual tenant training M M M M M

Daycare centere

Evaluate whether to locate daycare facilities in buildings N/A M M M .    Mwith high threat activities

Compare feasibility of locating daycare in fac!lities outside
N/A M M M Mlocations

Legend:
Minimum standard = M Standard based on facility evaluation = F
Desirable = G Not applicable = N/A
Source: Vulnerability Assessment of Federal Facilities, Department of Justice, June 28, 1995.



Level of security

Establish law enforcement agency/security liaisons M M M M M

Review/establish procedure for intelligence receipt and
dissemination M M M M M

Establish uniform security/threat nomenclature M M M M M

Conduct annual security awareness training M M M M

Establish standardized unarmed guard M M M M Mqualifications/training requirements

Establish standardized armed guard qualifications/training M M M M Mrequirements

Co-locate agencies with similar security needs G G G G G

Do not co-locate high/low risk agencies G G G G G

Establish flexible work schedule in high threat]high risk F F G G Gareas to minimize employee vulnerability to criminal activity

Arrange for employee parking in/near building after normal F F F F Fworkhours

Conduct background security checks and/or establish M M M M Msecurity control procedures for service contract personnel

Install mylar film on al! exterior windows (shatter protection) G G F M M

Review current projects for blast standards M M M M M

Review/establish uniform standards for construction M M M M M

Review/establish new design standards for blast resistance F F M M M

Establish street setback for new construction G G F M M

Legend:
Minimum standard = M Standard based on facility evaluation = F
Desirable = G Not applicable = N/A
Source: Vulnerability Assessment of Federal Facilities, Department of Justice, June 28, 1995.



USDA

~ep~ment ~f
Attachment 2 Application for Classification

As an USDA Enterprise Data Center

Instructions: Complete all sections ofthe application. Refer to Enterprise Class Data
Center definition and appendices, issued as Attachment 1 of memorandum titled
"Development of USDA Data Center Strategy" from David Combs, Chief Information
Officer, and Charles R. Christopherson, Jr., Chief Financial Officer.

Section One: Contact Information

Agency:

Point of Contact:
Name:
Phone Number:
Email Address:

Alternate Point of Contact:
Name:
Phone Number:
Email Address:

Data Center Physical Address (include room number(s)):

Section Two: Site Specific Information - Physical Standards

Electrical Systems:
1. Uptime Institu~e Tier rating of your data center’s electrical systems (check

one):
r~ Tier I V" Tier II ~ Tier III V" Tier IV

2. Backup Emergency Power Source for data center loads (including
mechanical equipment):

r Diesel Generator ~" LP/Natural Gas Generator ]~ Fuel Cell

Other



Electrical Systems: (continued)
3. Uninterruptible Power Supply(s) for data center computing loads:
t-" Single F Isolated Redundant U ParallelRedundant I- D~aa~outed Redundant

1-- System + System Redundant

4. Commercial Power Feeds:
V" Single F- Dual ~ Dual-Diverse (~ommultiple substations or grids)
5. 24 Hour Service Contracts in-place for UPS, Generators and Batteries
r~ Yes    ~- No
6. Data Center electrical infrastructure includes a power conditioning
component to ensure fluctuations in commercial power quality are isolated from
the critical computing loads
V- Yes    t-- No

Mechanical Systems:
1. Uptime Institute tier rating of mechanical systems (check one):

r Tier I U Tier II V" Tier III r~ Tier IV

2. HVAC systems provide automated climate controls and system management
F Yes    ~ No
3. Data center has raised floor plenum                                   :
V" Yes    V~ No

4. Fire Suppression SystemS:
F" Wet Pipe    r Dry Pipe    ~ Gas    F ~ Source (ke. Gas and Dry Pipe)

5. 24 Hour Service Contracts in-place for I-IVAC and Fire Suppression Systems
r Yes    [- No
6. Presence of alarmed water monitoring system within the data center
r Yes    ~-" No
7. Water piping and/or drains installed above the data center space
F Yes    ~ No

Physical Security:
1. Does the candidate data center meet all standards to qualify as a Department

of Justice Level IV Facility
F Yes    t- No
If yes, please attach the completed Department of Justice matrix.

2. Data Center meets the requirements of DM3510-01, Physical Security
Standards for IT Restricted Spaces
r Yes    t~ No

2



Operational Standards
Information Security Systems:

1. Guidelines for server configuration hardening are documented and approved
by the Agency CIO

r Yes    F= No

2. Monthly vulnerability scanning is performed on all devices
~ Yes    ~ No

3, A patch management system is in place to address vulnerabilities
~ Yes    ~ No
4. Describe the Background Investigation levels required for personnel working

in the data center. (Please list your answer by job category, such as system
administrator, network administrator, help desk, tape librarian, etc.)

Description: (use additional pages as necessary)

5. Certification and Accreditation of all data center General Support Systems
are fully approved and current

~ Yes    ~- No
6. Documented incident response processes and procedures are in-place and

periodically exercised
~" Yes    ~ No

Network and Telecommunications:
1. The data center has an UTN node on-site
~ Yes    t- No

2. Firewalls are configured for high availability
F~ Yes    ~ No
3. All local area networks are protected by an intrusion detection system
~ Yes    ~ No
4. Describe the telecommunications and network architecture
Description: (use additional pages as necessary)

Data Center Staff:
1. Is there a full time, dedicated data center staff to include both management

and technical, with on-duty operations and system security managers
r Yes    F~ No
2. ’ Helpdesk is staffed 24x7x365
U Yes ~ No
3. Personnel physically monitor computing systems 24xTx365

3



Yes    ~ No

Management Processes:
1. Do you have a formal project in place to align data center service delivery

with Information Technology Infrastructure Library (ITIL) processes
Yes    l- No

If yes, describe the project and provide current status (use additi0nal pages as
necessary).

2. Service level agreements and performance reporting metrics are documented
and in place

V~ Yes    ~: No

3. Standard operating procedures for scheduling and coordinating maintenance
are documented and in place

I~ Yes ~ No
4. Data Center costs and customer service have been benchmarked against
industry
~ Yes ~ No

Disaster Recovery:
1. Disaster recovery, business continuity, and emergency response

plans/processes are documented and periodically tested
F- Yes    ~ No

4



Section Three: Additional Information

Provide any additional information that will assist the data center assessment teami~jhe ~a~na!~s_~.~9.~your data center. Please limit the response ~ ~ pages._ ..............................


