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Summary: Modern society grows increasingly dependent on large information systems, such as 

the Internet and computational clouds, which consist of millions of components whose 

interactions lead to global dynamic patterns that cannot be predicted by analyzing the behavior of 

individual components. Such global patterns can include cascading failures, phase transitions and 

oscillations that drive systems from normal operating ranges to degenerate regimes that entail 

substantial cost. For example, one study [1] found that a 10-day Internet outage cost individual 

companies between $22M and $405M depending on the specific industry. When such outages 

affect major service providers [2], aggregate costs escalate quickly across affected companies to 

billions of dollars per hour.  

System operators possess tools and procedures to mitigate degenerate behavioral regimes, but 

lack the ability to predict their onset. A recent Nature article [3] reports that “…certain generic 

symptoms may occur in a wide class of systems (e.g., physical, biological, geological and 

financial) as they approach a critical point.” The generic symptoms relate to a systemic slowing 

down, which implies systems become increasingly slow in responding to small perturbations. 

The Nature article and others [4-6] describe a number of mathematical, statistical and 

computational techniques (e.g., eigenanalysis, autocorrelation and variance analysis, analysis of 

skewness and flickering) that might be applied to time series measurements to identify an 

approaching critical point. The articles also discuss selected patterns (e.g., scale-invariant power-

law structures) that may appear spatially as systems approach criticality. 

We propose to create algorithms combining mathematical, statistical and computational 

techniques that signal incipient changes in natural systems, and to evaluate those algorithms as 

a measurement basis to predict onset of phase transitions in large information systems. From 

previous research [7-9], we possess simulations of such information systems, which can be used 

to generate failure cascades, phase transitions and oscillations. We will evaluate the effectiveness 

of our algorithms at signaling phase changes in simulated spatiotemporal patterns. Subsequently, 

we will evaluate the most effective of our algorithms against data generated in real time with 

laboratory systems, such as the Emulab facility [10] installed within an ITL laboratory, and 

against data archived from real systems, such as the Internet [11-18] and other large distributed 

systems [19-20]. If we establish effective algorithms that can be deployed practically in real 

systems, then we will seek industrial collaborators to test the algorithms in operational systems 

or industrial test beds. Finally, if successful, we will advocate with designers and operators of 

large information systems to implement appropriate measurement methods to predict onset of 

degenerate regimes, which will reduce the frequency and scope of outages and save the U.S. 

economy billions of dollars per year. These savings may be amplified if applied to other critical 

infrastructures, such as the electric grid [21-22]. In addition, our research and findings will add to 

knowledge about detecting critical transitions in complex systems. 

 

Context: Commerce, government, national utility grids and social interactions depend 

increasingly on large information systems, based on the global Internet. Disruptions of such 

systems, which appear likely to increase in spatial and temporal extent, incur significant 

economic costs for society. For example, Table 1 summarizes results from a 2003 

telecommunications research study [23] to determine costs associated with network outages and 



FY2012 IMS Proposal: Predicting the Unpredictable in Complex Information Systems (Rev G)                Page 2 of 6 

 

degradations for six specific companies in different industries. As shown, losses from either 

complete outages or periods of degraded performance cost companies as much as $100K/hour. 

Extrapolating to multiple companies, affected for extended periods by outages and degradations 

within large Internet service providers, implies staggering costs in aggregate. For example, a 

2005 study [24] of outages across companies and industries estimated overall costs averaged 

about 3.6% of annual revenues. Such outages continue to occur. In 2007, a switchover to backup 

routes stimulated thousands of Cisco routers to rewrite routing tables in a short period, 

disconnecting millions of Internet users in eastern Japan for nearly seven hours [25].  
  

Table 1. Summary of Infonetics Study of Network Downtime Costs in Six Companies [23] 

 
Beyond potential for large costs, network routing mishaps may also open the door for 

significant national security threats and malicious intrusions. In April 2010, for example, China 

Telecom advertised inaccurate traffic routes to the global Internet, leading to an 18-minute 

period during which as much as 15% of data crossing the Internet was forwarded through China 

[26]. A similar incident occurred in 2008, when routes advertised by a Pakistani Internet service 

provider caused all Internet traffic bound for YouTube to be sent to Pakistan [27].  

 In current practice, network operation centers [28] integrate 

numerous measurements, including utilization, status and alarms, from 

individual components. Usage data, e.g., link utilizations collected over 

five-minute intervals, reflect long-term trends that may signal need to 

reorganize network capacity. Ongoing component status is displayed on 

numerous large screens. Widespread outages and degradations are detected in real time via 

alarms arising independently from numerous network components. Alarms indicate significant 

system change has already occurred, and it can take hours [29] to discover underlying causes and 

begin corrective actions. We propose to investigate measurement techniques that signal 

approaching changes in global system dynamics before they occur with large magnitude over a 

wide scale. Advanced notice will enable system operators to begin problem isolation and 

resolution before such changes occur, shortening, or perhaps avoiding, outages. In this way, our 

work will advance measurement science to enhance economic security. 

 

Technical plan: Our innovative idea is to apply techniques used to signal 

phase transitions in complex natural systems [3] to construct algorithms 

that predict incipient change in manmade, engineered systems. We will 

perform our research in the context of complex information systems, such 

as the Internet, computational clouds and wireless networks. This research 

is high risk because complex information systems: (1) encompass a large, 

multivariate, spatiotemporal scale, (2) exhibit highly correlated dynamics, 

(3) operate over multiple timescales, and (4) require real-time prediction of 

macroscopic behavior. This combination of traits suggests that individual techniques, such as 

change-point detection, eigenanalysis, autocorrelation analysis and analysis of flickering, could 

Case Study Revenue/Year Downtime Cost Cost/Hour Outages Degradations

Energy $6.75 billion $4.3 million $1624 72% 28%

High Tech $1.3 billion $10.2 million $4167 15% 85%

Health Care $44 billion $74.6 million $96,632 33% 67%

Travel $850 million $2.4 million $38,710 56% 44%

Finance $4.0 billion $10.6 million $28,342 53% 47%
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prove insufficient. Successful approaches may require a combination of techniques to analyze 

correlation variation over extensive spatiotemporal, multivariate data sets that change on sub-

second scale. If we succeed, our work would improve society’s ability to measure and manage 

large systems. Whether we succeed or fail, our work would contribute a systematic framework to 

better understand techniques and methods to predict phase transitions in complex systems. 

Past research has established that warning signals exist for phase transitions in simple 

systems, such as lasers [30] and neurons [31]. Evidence suggests that such warning signals exist 

in complex systems, such as glacial cycles [32-33], ecosystems [34-36], biological processes 

[37-38] and financial markets [39-40], though investigations continue. Researchers have also 

established the existence of phase transitions in traffic networks [41-43], electrical distribution 

networks [44-45], epidemics [46-47] and communication networks [48-50]. 

Our plan organizes into four phases: (1) Develop Theoretical Framework (18 months), (2) 

Conduct Theoretical Evaluation (12 months), (3) Conduct Practical Evaluation (30 months), and 

(4) Advocate and Disseminate (during and after the project). Major decision points arise 

following Phase 2 and 18 months into Phase 3. We address each phase in turn. 

Phase 1–Develop Theoretical Framework. In this phase, we plan three activities: (1) to 

create algorithms by combining selected mathematical, statistical and computational techniques 

that can reveal early warning signals in complex natural systems, (2) to determine what 

measurement data are required and where and how to make the measurements in networks, and 

(3) to define criteria and procedures to evaluate our algorithms. 

Activity 1.1 Techniques. Information networks exhibit correlated, 

multivariate data changing over large spatial extent and on multiple 

timescales. We will investigate combinations of techniques [3,51], such 

as change-point detection, eigenanalysis, autocorrelation and variance 

analysis and analysis of skewness and flickering, which can 

characterize temporal fluctuations and changes in variance and 

autocorrelation. We will also investigate techniques, such as random 

matrix theory [52], which can monitor changing spatiotemporal 

patterns. We will combine selected techniques into algorithms that can operate at the sub-second 

speeds with which network behaviors evolve. The main deliverables of this activity will be a set 

of algorithms that can be applied to measure global network dynamics and software codes that 

implement the required computations.  

Activity 1.2 Simulation. We will identify network behaviors that exhibit phase changes and 

determine the measurements required to monitor them. We will assess where and how such 

measurements can be simulated within network models [e.g., 7-9]. We will determine specific 

network models to use when evaluating change-detection algorithms. 

We will parameterize the chosen models to generate classes of phase 

transitions of interest, and demonstrate that ability. We will 

instrument simulations to collect measurements required to inform the 

algorithms created in Activity 1.1. The main deliverables of this 

activity will be a set of network simulation models capable of 

generating phase transitions of interest and of collecting data required for 

algorithmic analysis. 

Activity 1.3 Criteria.  We will define procedures to evaluate the algorithms created during 

Activity 1.1, when attempting to achieve early detection of phase changes simulated in Activity 

1.2. We will also define criteria and metrics to evaluate the degree of success, including analysis 
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of false positives and negatives, achieved by our algorithms, when used to detect onset of 

network phase changes. The main deliverables of this activity will be criteria, metrics and 

procedures that we will use for theoretical evaluation during Phase 2. 

Phase 2–Conduct Theoretical Evaluation. In this phase, we will execute the evaluation 

plan developed during Activity 1.3 in the context of the simulation models and phase transitions 

created during Activity 1.2. We will simulate the chosen phase changes with our network models, 

and collect data necessary to evaluate the algorithms created in Activity 1.1. We will characterize 

the ability of our algorithms to detect macroscopic changes in network dynamics. We will assess 

the extent of success along various dimensions, such as statistical reliability, detection latency, 

speed of processing, applicability to real networks, and other criteria defined during Activity 1.3. 

The main deliverable from this activity is a candidate set of algorithms to forward to the next 

phase of evaluation. Should none of our algorithms pass the minimal success criteria identified in 

Activity 1.3, the project should be reevaluated, possibly returning to Phase 1 to consider alternate 

algorithms, or being canceled, if no promising algorithms exist. 

Phase 3–Conduct Practical Evaluation. We enter Phase 3 with a set of promising 

algorithms to detect incipient phase changes in information networks. The algorithms passed a 

rigorous examination in simulated settings, but at this point must be subjected to more realistic 

testing. Establishing industry collaborations will be crucial to achieve sufficient realism. As we 

enter Phase 3, we will issue a Federal Register notice seeking industry collaborators to establish 

a research and development agreement (CRADA) and consortium. The main objective of Phase 

3 is to establish whether or not the promising algorithms are practical and effective in the context 

of data from real networks. Achieving this objective requires pursuing three activities: (1) 

evaluate the algorithms on measurement traces adapted from archived data collected by other 

research groups, (2) evaluate the algorithms in real time on measurement data collected during 

empirical experiments conducted with available cloud-computing facilities, and (3) establish a 

consortium to test the algorithms in commercial systems or industrial laboratories. If no 

algorithms appear practical and effective after evaluation against trace-based and laboratory data, 

then the project should be reevaluated for possible return to Phase 1, or termination. 

Activity 3.1 Trace-Based Evaluation. We will evaluate algorithms 

surviving from Phase 2 against behavioral traces adapted from archived 

data collected by other research groups [e.g., 11-20]. Since the collected 

data are unlikely to exhibit the phase transitions successfully signaled in 

Phase 2, we plan to generate phase changes by adapting the available 

traces. While such artificial generation has not been attempted previously, 

insights gained from Phase 2 should enable us to generate detectable 

phase changes and the archived data should provide realistic details. The 

main reason for taking this step is to achieve a reasonably economical evaluation of the surviving 

detection algorithms against realistic data, prior to evaluating the algorithms in real time using 

more expensive procedures, as foreseen in Activity 3.2. The main deliverable from this activity 

is a set of detection algorithms that are successful enough for laboratory evaluation in real-time 

usage. 

Activity 3.2 Laboratory Evaluation. We will configure empirical network topologies to 

generate phase changes successfully detected in Activity 3.1. We will instrument the topologies 

to collect necessary measurement and evaluation data. We will transform our detection 

algorithms into software codes required to execute in real time in a laboratory network. We will 

evaluate the degree of success achieved by each surviving algorithm. We will scale our empirical 
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topologies to large size, using Emulab-based facilities, which exist in universities [53-54] 

throughout the world, or commercial cloud-computing facilities, such as the Amazon Elastic 

Compute Cloud [55], where access to virtual resources is nearly 

unlimited, provided we have sufficient funds. To minimize the cost 

of using external facilities, we will first prototype experiments on a 

local Emulab [10] installed within an ITL laboratory. The ITL 

Emulab has 60 physical nodes that can emulate about 1000 virtual 

nodes. With IE funds from this project, we intend to double the 

capacity of the ITL Emulab. Prototyping our experiments locally 

will ensure that they can execute successfully prior to committing resources to larger-scale 

experiments on external facilities. The main deliverables of this activity include a set of detection 

algorithms that are viable candidates for real-world use, software codes that can execute the 

algorithms in real time in operational networks, and instrumentation software to collect the data 

used by the algorithms. 

Activity 3.3 Real-World Evaluation. Upon reaching 

this point, the project has created a set of detection 

algorithms (and codes) and monitoring software that have 

successfully signaled the onset of selected phase changes 

in real time, so it stands to reason that commercial 

concerns operating large networks should be interested in 

collaborating to further test our algorithms, either in an 

operational network or in an industrial laboratory. Some 

Internet service providers are becoming more open about 

their own measurement and management systems. Comcast, for example, issued a request for 

comments (RFC 6057) [56] that explains publically their approach to detecting and managing the 

onset of congestion caused by individual users in an access network. Such openness suggests that 

Internet service providers, such as Comcast, might be receptive to collaborate on techniques that 

detect incipient onset of spatiotemporal congestion within a network at large. Upon entering 

Phase 3, we will invite all interested collaborators to enter a CRADA consortium. The main 

practical hurdle to overcome is constructing a deployment scenario that has no possibility of 

disrupting a company’s system. We expect to evade such problems by constructing, during 

Activity 3.2, passive approaches to measure the required data. If data collection entails 

modifying operational components, then we are less likely to convince companies to test our 

techniques in an operational network, which means we would have to collaborate with 

companies that possess laboratories for experimenting with novel approaches. The main 

deliverable from this activity will be collaborative evaluation of selected detection algorithms in 

the context of one or more real systems, or industrial laboratories. 

Phase 4–Advocate and Disseminate. Phase 4 can take several directions, depending on our 

degree of success. If fully successful, we will advocate at industry groups, such as the North 

American Network Operators Group (NANOG), for industry to adopt our algorithms and to join 

our CRADA consortium to investigate and evaluate additional algorithms. Further, we will 

present our results to industry groups with related complex systems, such as utility grids and 

transportation networks. If only partially successful, then our insights published in papers during 

the course of the research will contribute a systematic framework to better understand techniques 

and methods to predict phase changes in complex information systems. If we fail, then reports 

from our research will provide a foundation for others to move forward better informed. The 
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main deliverables from this phase include the papers, presentations and reports produced during 

our research, which will close with a final report documenting what we did, the degree to which 

we succeeded, and suggested directions for future research. 

 

Potential impacts: Studies [1,23-24] show that network outages and degradations can cost 

individual companies as much as $100K/hour, which can expand to $1B/hour, when the affected 

network serves 10,000 companies. Current practice alerts network operators after outages begin, 

which typically leads to hours taken to diagnose and correct the problem. A single outage, then, 

can cost billions of dollars, and when aggregated across all system outages and degradations, the 

societal cost becomes staggering. If we succeed, then network operators can be alerted to many 

incipient problems before they occur, allowing early diagnosis and correction, and leading to 

reduced costs. In some cases, effective detection may enable operators to mitigate degradations 

and avoid associated costs. Further, our work will contribute to emerging scientific 

understanding of the nature of phase transitions in complex systems. Through this project, NIST 

can become the leading organization researching phase-change detection in complex information 

systems. Our findings may also inform research on phase changes and cascading failures in other 

complex engineered systems, such as utility grids. 

 

Qualifications of research team: Expertise of the research team spans mathematics (Rust and 

Genin), statistics (Filliben), and computer science (Mills and Dabrowski). 

(1) Kevin Mills has created simulation models and measurement codes for large communication 

networks, computational grids and clouds. He has designed statistical experiments to reveal the 

macroscopic behavior of congestion control algorithms and resource allocation schemes. He has 

developed performance measurement code deployed into operational networks. 

(2) Jim Filliben possesses unique skills in experiment design, exploratory data analysis and time 

series analysis that he has applied to a diverse set of problems spanning the physical sciences. He 

has recently developed and applied methods to analyze global behavior in complex networks. 

(3) Burt Rust is a world-class expert in developing mathematical models to characterize time 

series data, and has applied that expertise to model data ranging from climate change 

measurements to traffic measurements from the Internet. 

(4) Chris Dabrowski has created Markov chain models and simulations representing large 

distributed systems, including infrastructure clouds, computational grids and communication 

networks. He recently developed methods to predict causes and expected patterns of 

performance degradation in large distributed systems.  

(5) Daniel Genin joined NIST as an NRC post-doc in 2006, after which he developed analytical 

models improving the accuracy of fluid-flow approximations intended to predict the behavior of 

congestion control algorithms for the Internet. In 2010, he joined the regular staff and began 

analyzing resource allocation algorithms for computational clouds.  

 

Resources required: Removed from this version.  
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Question 1: The authors mention critical slowing down as a tool for identifying system behavior 
near a critical point. Many phase transitions in natural systems are first order, and do not 
exhibit this precursor. How confident are the authors that the techniques they wish to use will 
cover the relevant transitions? 
 
We are interested in detecting shifts in the dynamic behavior of information systems, such as 
computer networks, where dynamic behavior can be represented as spatiotemporal patterns of 
network packets or router states. Some evidence for the existence of such shifts has already been 
suggested. For example, Takayasu and colleagues [1] observed data on a link connecting Keio 
University to public Japanese Internet backbones (known as WIDE) and discovered existence of 
a phase transition between sparse and congested traffic patterns. These researchers report that the 
macroscopic behavior of this phase transition exhibits characteristics similar to second-order 
phase transitions in physical systems. Unlike ordinary physical systems, the observed phase 
transition in Internet traffic appears to be dynamical, with the control parameter fluctuating 
slowly around a critical point. Other researchers [2-3] have identified both first- and second-
order phase transitions in network models. Echenique and colleagues [2] suggest that, depending 
on the underlying routing protocol, networks can exhibit either first- or second-order transitions 
between congested and sparse traffic regimes. These researchers find that second-order 
transitions occur when routing is based on shortest path, as is the common case in today’s 
networks. Even in the first-order case examined by these researchers, traffic flow in the network 
reorganizes itself into impermeable regions over a long time prior to a sudden jump in network-
wide congestion, so there are likely to be signs, such as changing network traffic patterns, that 
can be detected as precursors to a first-order-like transition from free-flowing to congested traffic. 
Yuan and Mills [4], for example, applied random-matrix theory to construct a measurable signal 
of shifting traffic patterns arising from various distributed denial of service attacks, where even 
the stealthiest attacks could be detected prior to sudden onset (i.e., first-order transition) of 
access link congestion. 
 
Coffman and colleagues [5], when exploring phase transitions in cascading failures among 
border-gateway protocol (BGP) routers, do not adopt the distinction of first- and second-order 
phase transitions, and instead define (ala Erdos and Renyi) a phase transition as an abrupt change 
in a system-wide property. These researchers found that a collection of BGP routers can fail to 
recover from router crashes if the number of failed routers in the collection exceeds a critical 
threshold. Even in this case, one suspects that by monitoring the time varying distribution of 
crashed routers, a macroscopic signal can be constructed to predict the possible onset of network 
collapse. For example, Liao and colleagues [6] study cascading failures in electric power 
networks and suggest that online monitoring may possibly enable detection of approaching phase 
transition in the probability of the onset of cascading failures. Similarly, Carreras and colleagues 
[7] examined a 15-year time series of system blackouts in the North American power grid and 
discovered that the probability distribution of blackout sizes exhibits a power law, suggesting 
that the electrical grid has historically been operated near a critical point. These researchers 
identify two different phase transitions: one second-order (based on increased power shedding 
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with increasing demand) and one first-order (based on limitations in individual power lines). The 
changing rate of power shedding could certainly be the subject of a monitoring regime aimed at 
predicting a transition in the probability of blackout cascades. 
 
In summary, the techniques we plan to investigate can be applied to measure spatiotemporal 
shifts in the pattern of network traffic or element states. Whether or not the actual phase 
transitions we aim to detect appear as first- or second-order transitions, our hypothesis is that, in 
many useful cases, such transitions will be preceded by precursor shifts in macroscopic patterns 
of system-wide dynamics or state. Above, we identified some investigations with respect to 
network traffic, router state and electrical power-shedding dynamics that provide evidence 
supporting our hypothesis. Of course, the research we propose is high risk, and so our hypothesis 
may turn out to be wrong, and even if our hypothesis is correct, we may be unable to construct 
reasonable pattern-detection regimes that can be applied practically with the necessary 
granularity and timeliness. Our confidence of success stems in part from a past success [4] in 
detecting stealthy distributed denial of service attacks by constructing a signal based on random-
matrix theory. We believe that similar approaches can be developed to expand the range of 
detectors available to forecast other anomalous behaviors.  
 
Question 2: The method discussed in the proposal, based on the study of natural systems, is well 
suited to intrinsic changes in large-scale behavior arising from interactions within the system, 
but many historically noteworthy complex-system failures have arisen from extrinsic events, such 
as component failure or operator error. Can the proposed analysis scheme identify 
vulnerabilities to any generic class of extrinsic events, such as unanticipated edge-cutting or 
node failure? 
 
As we explained above, our proposed research is motivated by a desire to detect macroscopic 
spatiotemporal shifts in system dynamics or element state that suggest an incipient change in the 
probability of moving to an anomalous regime. The cause of such shifts may be extrinsic events, 
such as component or link failures [5-7], or may occur as part of intrinsic system dynamics, such 
as variations in network traffic, arrival of flash crowds and stealthy distributed denial of service 
attacks [1-4]. Our hypothesis is that most engineered systems, such as computer networks or 
electric power grids, operate at a highly efficient dynamic point, where the system is near a 
critical transition boundary between optimal and highly suboptimal operating regimes. At such 
points, slight perturbations in (intrinsic) system load and/or (extrinsic) available resources can tip 
the system into one of the available suboptimal regimes. We suspect that engineered systems 
exhibit a characteristic slowing down [8, 26] as such critical points are approached. If we are 
able to detect and signal situations where a system approaches a critical point, then operators 
should be able to take steps to restrain the system from reaching the critical point, thus lowering 
the probability of transitioning to a suboptimal regime. If our hypothesis is correct, and if we can 
develop practical measurement and signaling techniques, then we should be able to provide alerts 
that a system is approaching a critical point. Further, we might also be able to estimate the 
distance between current system operating state and such a critical point. If we can accomplish 
this, then we might also be able to provide a time-varying map showing changes in distance 
between a systems’ operational state and its critical state. If we can achieve such an outcome, 
then system operators might be able to experiment with configuration changes and observe their 
effect on the distance between system state and a critical state. Such an outcome, though 
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certainly more than we expect to achieve, could open up complex information systems to the 
possibility of dynamic steering among tradeoffs in performance and robustness. 
 
On the other hand, we do not expect to develop methods that can necessarily detect the approach 
of every possible anomalous behavior caused by extrinsic events. For example, a human operator 
could develop and deploy an incorrectly executed configuration file that causes network traffic to 
be instantaneously misrouted as soon as the configuration is activated. The onset of such an 
anomalous regime might well occur so quickly that the type of pattern-detection methods we 
envision would have insufficient time to detect spatiotemporal shifts. Such an erroneous 
configuration would effectively set a network immediately into an anomalous regime. We 
envision developing methods that detect shifting spatiotemporal patterns, and not discontinuous 
changes that occur immediately as a result of such events as erroneously generated network 
configurations.   
 
In summary, we seek techniques to detect changes in macroscopic patterns of system behavior 
over time and space, regardless of the source, which may include causes both intrinsic (e.g., 
changes in demand patterns) and extrinsic (e.g., changes in resource availability due to 
component failures). In our experience, the operating physics of large information systems stems 
from an underlying relationship between demand and available resources. Changes in either 
demand or resource availability (or both) will influence this relationship and contribute to 
changing spatiotemporal patterns of system behavior. We plan to focus on detection techniques 
and analysis schemes that apply regardless of the sources of system disturbance, as long as such 
disturbances unfold in space over a period of time. Most system disturbances do unfold over 
space and time, but some (such as erroneously generated system reconfigurations) may occur 
immediately, and so be unpredictable using the methods we envision. 
 
Question 3: Computer system operators have an obvious motivation to work to maintain the 
reliability of their networks. How does the proposed effort compare to similar efforts already 
underway in industry? 
 
Our review found that industry has its main focus on network engineering, network security and 
traffic monitoring for capacity planning. There appear to be no current industry initiatives to 
research detection of phase transitions for application in networks and other distributed 
information systems. As explained in our proposal, system operators generally operate today on 
two time scales: (1) responding to real-time alarms generated by system management monitors 
and (2) planning capacity expansion based on monitoring long-term trends in usage. On the real-
time scale, in the case of many alarms occurring closely in time, we are arguing that system 
dynamics have already crossed (or will very soon) a critical threshold, driving the system into a 
suboptimal regime from which it must be recovered. Our proposal cites several such cases. Even 
on the long-term scale, network operators today appear to be trading off capacity expansion 
against heuristic bandwidth management techniques at the network edge, leading to statistical 
multiplexing based on rules of thumb, such as “one can support 1000 100 Megabit per second 
users with a 1 Gigabit per second link” [9]. Adopting such heuristics seems likely to drive a 
network closer to a critical threshold. The research we are proposing addresses an intermediate 
range of time scales, where system dynamics evolve prior to crossing over into a suboptimal 
regime. 
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Several of our colleagues attend quarterly meetings of network operators, such as NANOG, the 
North American Network Operators Group [10]. Our colleagues report that the topic of phase 
transitions in networks is not discussed at those meetings. A perusal of the presentations at 
NANOG reveals an emphasis on engineering networks, securing networks, monitoring traffic 
trends and analyzing network incidents of various kinds. Our colleagues who attend the Internet 
Engineering Task Force (IETF) [11] report a similar lack of discussion regarding phase 
transitions in networks. At the IETF there is some work (ConEx) aimed at introducing 
management mechanisms that can allow network operators to expose and restrict users who are 
the source of network congestion. This work addresses congestion as a somewhat localized issue, 
without considering its network-wide implications. 
 
About the closest set of industry research that we could find related (somewhat) to our proposal 
centers around intrusion-detection systems, as funded by DARPA circa 2000 [12]. The challenge 
in intrusion-detection research is to devise techniques (some statistical and some signature-
based) to detect the onset of cyber attacks. In most cases, the cyber attacks to be detected are 
aimed at particular host computers or links on a network edge, such as a campus or corporate site, 
rather than within the network as a whole. Some detection techniques look at behavior on 
computers and some examine network traffic entering and leaving computers. In the DARPA 
program, each of eighteen detection schemes (some from industry and some from academe) was 
exposed to 200 instances of 58 types of attacks embedded within a live background of traffic 
related to hundreds of users operating on thousands of computers. Some detection methods 
generated a high level of false alarms, while others generated under 10 false alarms per day.  The 
performance of the detectors that had low false-alarm rates was generally poor otherwise, 
detecting around 50 % of attacks that were brute force in nature and under 20 % of more stealthy 
attacks. In fact, 10 attack types were not detected at all, by any method. Our proposal already 
recognizes the importance of minimizing false alarms, which we identify as one criterion in the 
evaluation of proposed techniques. Further, unlike intrusion-detection systems, circa 2000, we 
already have identified one technique to detect stealthy distributed denial of service attacks [4]. 
Finally, unlike intrusion-detection systems that focus on network access links, we intend to 
develop detection techniques that operate on network-wide behavior, where cyber attacks of 
interest include epidemic-style [27] spread of so-called Internet worms [28] that infect computers 
throughout a network. 
 
In summary, industry has its main focus on network engineering, network security and traffic 
monitoring for capacity planning. There appear to be no current industry initiatives to research 
detection of phase transitions in networks and other distributed information systems. We hope 
that success on our proposed project will succeed in putting measurement science for detecting 
phase transitions on industry’s research agenda. 
 
Question 4: Will the authors be able to take their algorithms and retroactively predict historic 
data that might exhibit these phase transitions, as a means of validating their models? 
 
In principle, the answer to this question is yes. On the other hand, to practically complete this 
type of validation, we need access to data the exhibits suitable phase transitions. Such data 
appears to be in short supply, at least from public sources. For this reason, we include in our 
research plan, a technical task (Activity 3.1) that evaluates our approaches against phase 
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transitions generated artificially from publically available traces of data [e.g., 13-22] collected 
under normal system operating regimes. Taking this step provides one means to validate our 
techniques, models and analyses. 
 
There appear to be a limited number of measurement datasets, used in some studies of phase 
transitions, which we could exploit to help validate our approaches. For example Takayasu and 
colleagues [1] based their analysis on nine, four-hour, datasets collected from an access link 
connecting Keio University with WIDE. The data was converted into counts of bytes in packets 
in each 100 ms interval. We have inquired (no response yet) with Takayasu and his colleagues 
about the availability of that data. Similarly, Carreras and colleagues [7] have analyzed 15 years 
of data on cascading failure blackouts in the North American power grid. Next month, we will 
have an opportunity to meet with Ian Dobson (one of Carreras’ coauthors) at a complex systems 
symposium and to inquire about the availability of that dataset. We will continue to search for 
publically accessible data exhibiting phase transitions in large distributed systems. We envision 
contacting researchers at organizations investigating complex systems, and also probing 
attendees at related conferences. If we can gain access to historical datasets containing phase 
transitions, then we could apply our proposed techniques to such data. 
 
Beyond measurement datasets, there appear to be a wide collection of possible simulation data 
sources generated by various network models, such as those we identified here [2-5] and 
elsewhere [23]. Using such data would be analogous to validating the ability of our techniques, 
models and analyses to detect phase transitions in simulations, which is already included (Phase 
2) in our work plan. 
 
In summary, we found a dearth of publically available data exhibiting phase transitions. We are 
attempting to contact researchers known to have had access to such data. The general lack of 
historical data exhibiting phase transitions led us to propose validating our techniques, models 
and analyses against simulated data and against data adapted artificially from publically available 
traces of normal system operation. We believe the validation methods we propose will prove 
sufficient.    
 
Question 5: A study of this type could reveal denial-of-service vulnerabilities in active 
commercial systems. How confident are the authors that commercial system operators will be 
willing to share sufficient operational data (both historical data sets and sensor deployment 
opportunities) to test the proposed detection algorithms on live, real systems? 
 
In general, we have relatively low confidence that commercial system operators will be willing 
to share sufficient (historical) operational datasets with us. We have some limited experience in 
attempting to obtain such data from Internet Service Providers (ISPs). In fact, we have been 
successful in only one such case, where we had close personal contact with an executive at an 
ISP. Even in this case, the data was shared with strict requirements for encryption and with 
requirements that any use of the data in publications would be anonymized and cleared by the 
executive that authorized our access to the data. This experience leads us to conclude that, in 
general, we must have low confidence in obtaining such data. 
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Our confidence is somewhat higher with regard to sensor deployment opportunities, especially if 
such sensors can be limited to passive data collection. We assume that such opportunities can be 
undertaken only in the context of a collaborative research and development agreement (CRADA) 
that spells out the rights and responsibilities of all involved parties. We intend (see Activity 3.3) 
to attempt to establish such CRADAs. To have any chance to entice CRADA participants from 
industry, we must be able to demonstrate that our software is safe and our algorithms successful 
in a real-time setting similar to an actual network. We aim to fulfill this goal (see Activity 3.2) by 
evaluating our techniques in a realistically scaled laboratory network, first at NIST and then in a 
computational Cloud. 
 
One year ago, we were quite pessimistic regarding engaging ISPs in live experiments. In the 
intervening time, as we discuss in our proposal, one ISP (COMCAST) has published the 
technical specifications of their approach to detecting and managing congestion. This fact 
increases our hopes that ISPs might be more willing to engage in experiments of the nature we 
have in mind. On the other hand, NIST is a government agency, which may be the type of 
organization that ISPs are least willing to work with. This stems in part from the fact that several 
other government agencies (such as DHS, FCC and NTIA) take steps to regulate various 
activities of network providers. Even NIST sets government-wide standards with respect to 
computer security. 
 
In summary, the issue of interacting closely with ISPs is indeed a tricky one. Clearly, engaging 
ISPs will represent an uphill fight for us. We do have colleagues with long-standing involvement 
in NANOG and the IETF. These colleagues are well-respected and should at least allow us to 
gain a hearing with potential collaborators. In order to have a chance to engage ISPs, we will 
need to achieve all of the objectives we outlined leading up to Activity 3.3. Even in that case, we 
may still have a difficult challenge to engage ISPs to the extent we envision. Perhaps we will be 
better able to succeed in interesting ISPs to take up (and/or extend) our methods within their own 
research programs. Recall from our answer to Question 3 that industry does not currently appear 
to be addressing the issue of phase transitions in networks – so if we can get as far as to inspire 
and inform internal industry efforts to research this topic and related detection schemes, then we 
will still have succeeded in engaging industry, if perhaps less directly than we hoped. In the end, 
having industry set its own research agenda related to predicting phase transitions would be a 
successful outcome. 
 
Question 6: Information systems tend to be interconnected in a variety of ways.  Do the authors 
have a sense of where a reasonable boundary of an information system might lie?  Is it sufficient     
or useful to instrument a single ISP's network, for instance, or is it necessary to instrument the 
worldwide Internet in order to obtain the expected predictive capability? 
 
This question can best be considered along two dimensions: (1) where must instrumentation be 
placed and (2) what measurements must be made. Of course, requiring that the entire worldwide 
Internet be instrumented and measured would be impractical, both from the standpoint of the 
volume of data to be collected and the cost of processing such data. While concrete answers on 
instrument placement and measurement collection will depend on the findings of our research, 
we can draw some insight from a previous investigation [4] into macroscopic detection of 
distributed denial of service attacks within a simulated four-tier ISP network with 11 backbone 



Predicting the Unpredictable in Complex Information Systems - Response to Questions (Rev E)               Page 7 of 9 
 
 

routers, 40 point-of-presence routers, 110 access routers and 22,000 host computers. When 
modeling this network we envisioned deploying measurement instruments at any of the 40 point-
of-present (second-tier) routers, and counting packets flowing outbound from each measurement 
point to all access (third-tier) routers. Our experiments found that we needed to make 
measurements at 10 % (i.e., four) of the 40 possible measurement points in order to observe 
sufficient traffic to detect shifting spatiotemporal patterns. Our ability to discern shifting traffic 
patterns diminished when we dropped the number of measurement points to two. Since we were 
interested in measuring traffic inbound to access routers, we needed to count packets in 110 bins 
(one per access router), so each measurement point collected 110 numbers every measurement 
interval, and periodically forwarded the collected data to a central point for processing. At the 
central point, we applied eignenanalysis to square (440x440) matrices to compute a weight 
vector, which acted as a signal of traffic intensity inbound to the access routers. In general, the 
larger the square matrix that must be analyzed, the more processing time is required. We 
determined that tradeoffs exist among the number of monitoring points, the number of 
measurements and the monitoring cycle time. We were able to show that we could successfully 
monitor shifting traffic at 10 monitoring points outbound for 110 access routers within a 90 s 
cycle time. Based on our analysis, we were encouraged that our monitoring approach could be 
applied to modestly sized ISP networks, and that larger networks could be monitored using 
parallel processes, where each process would be responsible for monitoring a particular subset of 
the network. Other researchers have also investigated, with promising results, techniques to 
characterize network-wide traffic by observing carefully selected measurement points. Chua and 
colleagues [24-25], for example, applied linear algebraic methods to select specific subsets of 
three to nine network paths to measure in order to adequately characterize time-varying averages, 
totals and differences in network-wide delays.  
 
In summary, we have developed at least one technique that appears capable of monitoring a 
modestly sized ISP network, and we conceived an approach to extend the scope of that technique 
to larger ISP networks. Further, we demonstrated that our technique is capable of detecting 
shifting spatiotemporal traffic patterns associated with stealthy distributed denial of service 
attacks. Other researchers have also investigated techniques to characterize network-wide 
properties from relatively small samples. For these reasons, we are confident that we can devise 
detection algorithms capable of monitoring any system at the size of a single ISP and smaller, 
and also that such scope of monitoring can reveal useful pattern shifts. Monitoring the entire 
global Internet is impractical and unnecessary. 
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