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Predicting Global Failure Regimes in Complex Information Systems 

C. Dabrowski, J. Filliben and K. Mills – National Institute of Standards and Technology 

Our motivation for participating in the workshop on Networks of Networks: Systemic Risk and 

Infrastructural Interdependencies is threefold: (1) to learn about the goals and methods of other 

researchers investing risk in large infrastructural systems, (2) to encourage feedback on our goals and 

methods, and (3) to seek collaborators from industry, academe and government. Over the past five 

years, we investigated methods to characterize global behavior in large distributed systems and applied 

those methods to predict effects from deploying alternate distributed control algorithms (a complete 

record of this research is available elsewhere [1]). The methods we used assess global behaviors under a 

wide range of conditions, enable significant understanding of overall system dynamics, and yield 

insightful comparisons of competing control regimes. On the other hand, such methods do not provide 

information about potential for rare combinations of events to drive system dynamics into global failure 

regimes, leading to catastrophic collapse. Our ongoing research aims to address this topic using two 

complementary thrusts: (1) design-time methods that enable system architects to identify and evaluate 

global failure scenarios that could lead to system collapse and (2) run-time methods that alert system 

operators about incipient transition to global failure regimes, and subsequent collapse. Effective design-

time methods will enable architects to devise mechanisms that can prevent high-risk scenarios. Since no 

design-time methods can identify all possible failure scenarios, effective run-time methods will signal 

operators when system trajectory trends toward collapse, allowing remedial actions to forestall or 

mitigate catastrophic failure. In this short contribution, we reprise our previous work on methods to 

characterize global system dynamics and compare alternate control regimes, and then describe our 

ongoing work toward design-time and run-time methods for predicting global failure regimes. 

 Most large distributed systems (e.g., the Internet and computational grids and clouds) rely on 

decentralized algorithms to achieve scalable control of global behavior. As researchers develop new 

control algorithms, questions naturally arise as to how widespread deployment will influence global 

system behavior. We developed a four-step method [2] to answer such questions using system models. 

Our method mainly aims to reduce the state-space that must be searched, while providing as much 

information as possible about system behavior, and the effects of alternate control algorithms. Step one 

requires creating a reduced scale model [3] tailored to address a specific question. Step two entails 

conducting a sensitivity analysis [4-6] to determine the essential behaviors present in the model and to 

identify the input parameters that significantly influence those behaviors. Step three applies orthogonal 

fractional factorial design to compare alternate control algorithms [2] under specific combinations of 

significant model parameters. Step four uses various multidimensional statistical and visualization 

analysis techniques [2] to examine how essential model behaviors are influenced by alternate control 

algorithms. We first applied these methods to study [2, 7] proposed congestion-control mechanisms 

intended to replace standard Internet congestion-control (i.e., the transmission control protocol, or 

TCP). We were able to demonstrate that the proposed TCP replacements could provide users with 
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improved throughput only under strictly bounded circumstances that were likely to occur rarely in the 

Internet, and we found one particular proposed TCP replacement could oscillate with high frequency 

and large amplitude when traversing areas and time periods of heavy congestion, leading to 

exacerbated congestion. The methods and related findings were quite well-received when briefed to 

appropriate industry research groups and standards bodies. Subsequently, we applied [8] the same four-

step method to compare 18 possible virtual-machine (VM) placement algorithms for infrastructure-as-a-

service (IaaS) clouds. All of this work has also been well-received by a panel of experts from the National 

Research Council (NRC), which regularly reviews the technical quality of NIST research [9]. These same 

NRC experts expressed interest in methods that could be used to predict the effects of low-probability 

events on global system behavior. This interest, along with our own finding that IaaS clouds could 

experience unexpected and widespread resource leakage [10], stimulated us to develop a related 

research agenda, covering both design-time and run-time methods to detect global failure scenarios, 

leading to system collapse. 

We have identified two possible design-time methods for detecting failure scenarios in large distributed 

systems. One method [11-13] constructs a graph (i.e., Markov model) from an instrumented version of a 

system model, and then applies cut-set analysis to identify where cutting essential edges could lead to 

system collapse. Subsequently, one can apply perturbation analysis to quantify numeric thresholds 

marking the onset of such collapse and to predict the collapse trajectory. We were able to verify the 

predictions of the Markov model by observing simulated target systems. This combination of techniques 

has proven useful to predict selected potential causes for collapse in the performance of computational 

grids and clouds, as well as predicting that Internet throughput is generally robust, collapsing only under 

the loss of all communication paths between corresponding parties. On the other hand, this 

combination of methods has yet proven unable to make predictions in cases resulting from complex 

indirect feedback paths in a system model, which Markov chains cannot easily capture. While we 

continue to work on unconventional Markov representations in an effort to capture complex feedback 

paths, we have also identified a second method, which we call Anti-Optimization + Genetic Algorithms 

(AO+GA), which should be able to predict failure scenarios caused by complex feedback paths. AO+GA 

requires defining a metric that denotes successful system performance (e.g., 100% of users are served) 

and inverting it to denote system failure (e.g., 100% of users are not served). Then, given a system 

model (the fitness function), a genetic algorithm (GA) can be used to generate parameter combinations 

(the chromosomes) that, over time, drive a population (of system models) toward a collection of failed 

systems. The GA can be stopped using a variety of criteria, for example, when 70% of the simulations 

yield responses where more than 50% of users are not served. Along the evolutionary path to the final 

population, the GA will identify combinations of input parameters that result in failed outcomes, and 

statistical analysis and clustering techniques can be used to derive sets of parameter combinations that 

lead to failed systems, where each set would suggest a cause of collapse, such as supply-demand 

mismatches, cascading failures and so on. We have recently begun to develop the infrastructure 

necessary to apply this technique to predict failure scenarios in IaaS clouds. 

We have also begun to consider run-time methods that can signal incipient change in behavior toward a 

failure regime. A recent Nature article [14] reports that “…certain generic symptoms may occur in a wide 
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class of systems (e.g., physical, biological, geological and financial) as they approach a critical point.” The 

generic symptoms relate to a systemic slowing down, which implies systems become increasingly slow in 

responding to small perturbations. The Nature article and others [15-17] describe a number of 

mathematical, statistical and computational techniques (e.g., eigenanalysis, autocorrelation and 

variance analysis, analysis of skewness and flickering) that might be applied to time series 

measurements to identify an approaching critical point. The articles also discuss selected patterns (e.g., 

scale-invariant power-law structures) that may appear spatially as systems approach criticality. The 

generic nature of these suggested techniques promise wide applicability to both natural and engineered 

systems1. In fact, other researchers have begun investigating the applicability of such techniques to 

electric power grids [18], and we have applied such techniques to communication networks [19]. We 

have outlined a multiyear research program [20] to investigate the application of similar techniques to 

predict the onset of phase transitions in large distributed systems, such as the Internet and 

computational grids and clouds. While the technical merits and innovativeness of our proposal have 

been recognized, ultimately we need to enlist collaborators, with large operational systems or 

laboratories, who can provide access to real-time system data in order to fully evaluate the practicality 

of any promising techniques that we identify through theoretical studies and prototypes. 

Understanding and predicting global behavior in large distributed systems is a problem that is both 

important and difficult. We have identified a collection of helpful methods to study such global 

behavior, and we have applied those methods to predict how changes in Internet congestion-control 

procedures would affect users and influence network behavior. We have applied the same methods to 

predict how various VM-placement algorithms will affect users and influence system behavior in IaaS 

clouds. Predicting rare combinations of events that can lead to global failure regimes is also a difficult 

and important problem. We have made some initial investigations into design-time methods to predict 

failure scenarios that could lead to widespread collapse in large distributed systems.  We have ongoing 

research to extend those methods and to investigate alternate methods. We have defined a program of 

research to investigate run-time methods to predict changes in global behavior in large distributed 

systems. We seek collaborators who are also interested in design-time and run-time methods to predict 

global failure regimes in infrastructures on which modern society increasingly depends.      
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